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ABSTRACT

Adaptive Agent-Based Intrusion Response. (May 2001)
Curtis A. Carver Jr, B.S., United States Military Academy;
M.C.S., Texas A&M University

Chair of Advisory Committee: Dr. Udo W. Pooch

A new meﬂméalogy has been developed for adaptive, automated intrusion
response (IR) focusing on the role of software agents in providing that response. The
majority of intrusion response systems (IRSs) react to attacks by generating reports or
alarms. This introduces a window of vulnerability between when an intrusion is detected
and when action is taken to defend against the attack. This window of vulnerability has
been reduced through an agent-based system that adaptively responds to intrusions.

Multiple IDSs monitor a computer system and generate intrusion alarms.
Interface agents maintain a model of each IDS based on the number of false
positives/negativés previously generated. It uses this model to generate an attack
confidence metric and passes this metric along with the intrusion alarm to the Master
Analysis agent. The Master Analysis agent classifies whether the incident is a
continuation of an existingbincident or is a new attack. If it is a new attack, the Master
Analysis agent creates a new Analysis agent to deiieiap a response plan to the new
attack. If the incident is a continuation of an existing attack, the Master Analysis agent
passes the attack confidence metric and intrusion alarm to the existing Analysis agent

handling the attack. The Analysis agent analyzes an incident until it is resolved and
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generates a course of action to resolve the incident. To generate this course of action, the
Analysis agent involves the Response Taxonomy agent to classify the attack and Policy
Specification agent to limit the response based on legal, ethical, institutional, or resource
constraints. The Analysis agent creates a course of action and then invokes the
appropriate components of the Response Toolkit. The Analysis agents employ adaptive
decision-making based on the success of previous responses. As decisions are made, the
results are displayed to the user interface.

This research presents a novel IR methodology that includes: response adaptation
to intrusive behavior based on confidence in the intrusion detection mechanism;

response adaptation to intrusive behavior based on the success of previous intrusion

responses; and, synergistic support for multiple IDSs.
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CHAPTERI

INTRODUCTION

A. Motivation

The number of information warfare attacks is increasing and becoming
increasingly sophisticated. Annual reports from the Computer Emergency Response
Team (CERT) indicate a significant increase in the number of computer security
incidents each year. Figure 1 depicts the rise of computer security incidents with six
incidents reported in the 1988 and 8,268 in 1999 [1]. Not only are these attacks
becoming more numerous, they are also becoming more sopiﬁsticéteé. The 1998 CERT
Annual Report reports the growing use of "widespread attacks using scripted tools to
control a collection of information-gathering and exploitation tools" [2]. The 1999
CERT Distributed Denial of Service Workshop likewise reports the growing use of
automated scripts that launch and control tens of thousands of attacks against one or
more targets. Each attacking computer has limited information on who is initiating the
attack and from where [3]. The threat of sophisticated computer attacks is growing.
Unfortunately, intrusion detection and response systems have not kept up with the

increasing threat.

IEEE Transactions on Automatic Control is used as a pattern for format and style.
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Figure 1: Number of CERT Reported Incidents per Year

Current intrusion detection systems (IDS) have limited response mechanisms that
are inadequate given the current threat. While IDS research has focused on better
techniques for intrusion detection, intrusion response remains principally a manual
process. The IDS notifies the system administrator that an intrusion has occurred or is
occurring and the system administrator must respond to the intrusion. Regardless of the
notification mechanism employed, there is a delay between detection of a péssibie
intrusion and response to that intrusion.

This delay in notification and response, ranging from minutes to months,
prcvi&es a window of opportunity for attackers to exploit. Cohen explored the effect of
reaction time on the success rate of attacks using simulations [4]. The results indicate
that if skilled attackers are given ten hours after they are detected before a response, they
will be successful 80% of the time. If they are given twenty hours, they will succeed

95% of the time. At thirty hours, the attacker almost never fails. The simulation results




were also correlated against the skill of the defending system administrator. The results
indicate that if a skilled attacker is given more than thlrty hours, the skill of the system
administrator becomes ixi-elevant - the attacker will succeed. On the other hand, if the
response is instantaneous, the probability of a successful attack against a skilled system
administrator is almost zero. Response is a fundamental factor in whether or not an
attack is successful. An automated intrusion response system provides the best possible
defense and shortens or closes this window of opportunity until the system administrator

can take an active role in defending against the attack. Unfortunately, no such response

system exists.

B. Research Objectives

The overall intent of this research is to develop an intrusion response
taxonomy and a methodology for automatic offensive and defensive response. This
methodology will support the automatic defense of computer systems through an
autonomous, ‘agent-based adaptive architecture. The following research objectives
will accomplish this intent:

* . Research and develop a taxonomy of intrusion responses based on:
* Type of attack using the Confidentially/Integrity/Availability (CIA)
model for classification of attack. -
=  Type of attacker.

®= Timing of response.

= Implications of the attack.




= Strength of suspicion.
* Environmental constraints (legal, ethical, resource-based).
= Develop a methodology for responding to an intrusion that includes:
= A hierarchical organizatidn of software agents, including:
® Master analysis agents that correlate incidents with ongoing
attacks and pass the incident to the responsible analysis agent
or launch new analysis agents when new attacks occur.
® Analysis agents that analyze an attack over the life of the
attack and develop a course of action to response to the attack.
Once a course of action is determined, the analysis agent
launches the appropriate response toolkit agents (simulated).
* A formal reasoning mechanism to provide for adaptation of the
response.

* Develop a prototype system to demonstrate the feasibility of this approach.

C. Overview

Chapter II presents a review of the current literature relevant to the domains
involved in this research. The purpose of Chapter II is to describe work that has been
done to date and to provide background and motivational material for this research.
Domain areas of interest to this dissertation are IDS, intrusion response systems (IRS),

security taxonomies, and artificial intelligence (specifically expert systems and software

agents).




Chapter III desﬁribes the proposed methodology for responding automatically to
computer attacks. This chapter describes the various components of this methodology,
paying particular attention to those components that have been prototyped.

Chapter IV gives details of the implemented prototype - the Adaptive, Agent-
based Intrusion Response system (AAIR). It describes the interactions of these
prototype components and the performance of the overall system.

Chapter V describes the verification and validation procedures used to confirm thé
correctness and effectiveness of the prototype. Chapter V also describes some
experiments conducted to demonstrate that the software agents perform as designed
(verification). Finally, Chapter V describes the results of this research.

Chapter VI presents the major conclusions of this research, reasserts the

contributions of this research to the field, and makes recommendations for future

research.




CHAPTER II

LITERATURE REVIEW

A. Introduction

The development of an intrusion response system requires the discussion of a
number of different domains including intrusion detection systems, intrusion response
systems, security taxonomies, and artificial intelligence (specifically software agents).

Intrusion response systems (IRS) are dependent on intrusion detection systems (DS) in
two respects: (1) IDS detect the intrusions that the IRS must respond to and, (2) IDS are
imperfect which requires IRS to adapt the response based on its confidence in the
detection capabilities of the IDS. There has been previous research in IRS as all IDS
contain some intrusion response component ranging from report generation to automatic
defense of the system. Unfortunately, intrusion response has rarely been discussed by
itself. Instead, most research has focused on the detection of intrusions with intrusion
response being left as the responsibility of the system administrator. As a result, tﬁe
intrusion response mechanisms within these systems are limited. Similarly, security
taxohomy research has focused on the development of security flaw taxonomies and not
security response taxonomies. A response taxonomy provides the theoretical framework
for classifying responses and as such is an important component of this research. Finally,

while there is a rich body of research on artificial intelligent and software agents, this




research has not been applied to the problem of automated intrusion response. Each of

these domains will be discussed in sufficient detail to provide a background for this

research.

B. Intrusion Detection Systems (IDS)

1. Historical Perspective

Anderson introduced the concept of intrusion detection in 1980. He defined an
intrusion as "an unauthorized attempt to access or manipulate information, or to render a
system unreliable or unstable" [5]. His paper went on to define several terms in computer
security and classify six categories of intrusive activities and how these activities might
be detected: attempted break-ins, masquerade attacks, penetration of the security control
system, leakage, and denial of service. The detection mechanisms recommended
included monitoring unusual behavior profiles, uncommon uses of system resources, and
monitoring for specific patterns of activity [5]. These recommendations led to the
development of two of the three principal approaches, anomaly detection and misuse
detection in intrusion detection systems.

Anderson also created a taxonomy of system intruders whom he divided into
internal and external intruders. Internal users are further divided into masqueraders,
misfeasors, and clandestine users. Masqueraders are attackers that exploit user accourits
and associated privileges. Misfeasors are legitimate users that use their privileges to

participate in illicit activity. Finally, clandestine users are attackers that gain supervisory




control of the system [5]. Anderson introduced the concepts and terminology that
pro{rided the early theoretical foundations for IDS.

Denning extended Anderson's work in 1987 through the introduction of a generic
intrusion detection model [6]. Denning's model is composed of six components: subjects,
objects, audit records, profiles, anomaly records, and activity rules. Subjects are the
initiators of activity and each subject has an associated profile that characterizes that
subject's behavior. Subjects utilize objects which are system-managed resources. The use
of these resources generates audit records, which can be compared against subject
profiles. If there is a significant deviation between the audit record and subject profile,
the system generates anomaly records. The activity rules contain the rules used to
detennine what action to execute when the system generates an audit or anomaly record,
or a time period ends [6].

While Denning focused on a generic model, she also provided a broad
framework for future intrusion detection research. Anomaly detection is discussed in
detail with a number of metrics and statistical models for evaluating these metrics.
Misuse detection is introduced and some of the disadvantages with misuse detection are
discussed in the context of why misuse detection was not included in the Intrusion
Detection Expert System (IDES). Denning's work spurred interest in intrusion detection
from which a variety of IDSs have been developed. . i

There are three broad approaches for intrusion detection: anomaly detection,
misuse detection, and specification-based detection. In practice, none of the three are

sufficient for a robust intrusion detection system - a combination of two or all three




approaches is necessary. The characteristics and limitations of these approaches are

discussed below.

2; Anomaly Detection

Anomaly detection is based on the premise that intrusions are a subset of
anomalous activity. Anomaly detection IDSs monitor user activity and report significant
deviations from normal activity as intrusions. Monitoring can be at a system or user level
and consists of comparing activity against a user profile. The user profile is a collection
of metrics such as average CPU load, number of processes, login time, or number of
network connections that characterizes user activity. Threshold levels are set for these
metrics, and activity above these thresholds are characterized as intrusions [6].

Because intrusions are a subset of anomalous activity, it is possible to flag an
anomalous activity as intrusive when it is not (false positive), or to ignore ixitrusive
behavior because the anomaly detection system does not consider it abnormal (false
negative).

There are a number of compromises involved in building anomaly detection
systems. The effectiveness of the system is dependent on the number of metrics
monitored and the frequency at which these metrics are monitored. The accuracy of the
anomaly detection increases as the number of metrics and frequency of monitoring
increases. The system requirements of the anomaiy’ detection system likewise increase

requiring a compromise between system performance and model accuracy.
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3. Misuse Detection

Misuse detection is based on the premise that all intrusions have a distinct
signamré that can be detected. Misuse detection systems maintain a collection of attack
signaﬁn‘es and monitor the system for an attack. If user or system activity matches a
signature, then the system reports an intrusion.

Misuse detection systems can report false positives and negatives like anomaly-
based systems. If a signature matches normal user activity as well as intrusive behavior,
then a false positive is reported. If a new attack is developed for which an attack

signature does not exist, then a false negative will occur.

4. Specification-based Detection

Specification-based detection focuses on expected system behavior instead of
user activity. System behavior is formally specified for all circumstances and a profile is
developed. The system is then monitored and all its actions are compared against the
profile; system behavior that is not specified as correct is flagged as an intrusion [7].

A possi‘nié i:npiementaﬁon of specification-based detection system is the use of a
special policy ‘specification language. This specification language would stipulate
security policy by assigning access privileges to each file in the system.

Specification-based detection systems can have false negatives but if system
behavior is specified accurately, there are no false positives‘ False negatives can occur

when the system specification does not cover all possible system states. False positives

can only occur if the system behavior is not specified accurately.
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Table 1: Comparison of IDS Approaches

Approach Advantages Disadvantages
Anomaly Can detect new attacks Potential for many false positives.
without reprogramming. Insiders can train user model to classify
Few false negatives. intrusive behavior as normal.
Misuse Few false positives Potential for many false negatives due to
vulnerabilities to unknown attacks.
Easy to mask attack
Specification | Potentially no false positives | Very difficult to specify all system states.

5. Comparison of IDS Approaches

IDS approaches address different types of intruders. Anomaly systems detect
marauders better than misuse systems under the assumption that the marauder's usage
pattern is significantly different from the user. Misuse systems can detect misfeasors
while anomaly systems are generally ineffective because misfeasors can train the
anomaly detection system to consider intrusive behavior as "normal" for the user over
time. Both anomaly and misuse have limited utility against a clandestine attacker. Once
an intruder has supervisory permission on a system, detection becomes very difficult as
the skilled clandestine attacker can alter all logging and audit mechanisms to cover his
intrusion. No current IDS approach is sufficient for detecting all intrusions. Instead, a
combination of approaches is necessary to protect against different types of attacks (See
Table 1.

Patterns of usage also influence the effectiveﬁess of a particular IDS approach. If
the users are in a production environment where they repeatedly use a limited subset of

commands in a particular order, anomaly detections work extremely well. If the users
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use the system infrequently or have no set pattern of usage, then misuse detection
systems tend to outperform anomaly detection systems.

Table 1 summarizes the advantages and disadvantages of each intrusion detection
approach. Most IDS implement a combination of approaches to balance the advantages

and disadvantages of each approach.

6. IDS Classification Techniques

There are a number of classification techniques that can be used within intrusion
detection approaches. These techniques classify events as either intrusive or normal and
include statistical analysis, predictive patterns, state transition, expert systems, neural
networks, machine learning, pattern matching, graph-based, and model-based

approaches. This section will examine these techniques.

a) Statistical Analysis: Staiisticai analysis is an anomaly detection technique that
uses differences in the volume and type of audit data to detect intrusions. This is
one of the earliest forms of intrusion detection and has been used in a large
number of IDSs. There are three forms of statistical analysis used for intrusion

detection: threshold detection, profile-based, and keystroke monitoring [8].

Threshold detection uses summary statistics on system and user activities to
detect intrusions. The parameters of a threshold detection system are: what
activity should the IDS measure and monitor; how often should the IDS perform
analysis on this measurement; and what level of activity is considered intrusive.

As the first two parameters are increased, the system resources required of the




13

threshold detection increases. The third parameter, the threshold level, depends
- on the relevance of the security event being monitored and directly affects the
number of false positives and false negatives reported by the system. As the
threshold is lowered, the probability of false positives increases and false
negatives decreases. As the threshold is raised, the converse occurs and the
probability of false positives decreases and the false negatives increases [8].
Profile-based detection is based on establishing patterns of normal behavior for a
user or system and then classifying significantly deviant behavior as intrﬁsive. It
differs from threshold detection in that it employs patterns of usage instead of
summary statistics to determine if an intrusion has occurred. The patterns
maintained by the IDS are adaptive in that they change over time to reflect the
usage patterns of each user accurately [8].

Keystroke monitoring is a misuse detection technique that monitors sequences of
keystrokes for attack patterns. This is a very simplistic technique that can be
easily evaded through the use of user-defined aliases or the running of intrusive
programs that require non-intrusive keystroke entries [9]. While this technique

was used in earlier systems, it is seldom used in modern IDS.

b) Artificial Intelligence Techniques: Artificial intelligence techniques are the
most commonly used techniques for ciaésifying intrusive behavior. These
techniques are also one of the earliest forms of intrusion detection and has been

used in almost every IDS. There are four principal artificial intelligence
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techniques used for intrusion detection: expert systems, predictive patterns,

neural networks, and machine learning.

Expert systems have been and continue to be the most popular intrusion detection
techniques employed. Expert systems use rules in anomaly or misuse systems to
detect attacks. In anomaly detection systems, the rules specify usage pattems
based on selected user metrics. In misuse detection systems, the rules stipulate
specific types of known attacks. Expert system rules are typically implemented
as a series of if-then statements. The principal advantage of expert systems is the
separation of control reasoning (is this an attack?) from the formulation of the
solution to the problem (system response to the attack). The disadvantage of
expert systems is that they require a great deal of initial training and high
maintenance during their lifetime. The initial rule-base must be generated by an
expert which is time-intensive and expensive. Because not every expert knows
every vulnerability in a system, there is the very real chance that the initial
configuration does not capture all possible vulnerabilities. As new attacks are
developed, the expert system must be manually updated to capture the
characteristics of the new attacks.

Predictive pattern-based detection is an anomaly detection technique that
attempts to predict future events based on events that have already occurred.
Event sequences are represented as a statistically weighted set of rules based on a
user profile. If user actions match n-1 events and the n™ event is statistically

anomalous, then the system reports an intrusion. Predictive pattern systems
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constantly update user profiles and prune the rule set to maintain high quality
patterns of user activity [10].

Neural networks are an anomaly detection technique that trains a neural network
to predict a user's actions given a window of n previous actions. The network is
trained through a user profile of representative user commands. If a user's actions
are significantly deviant from the user profile as maintained by the neural
network, the system reports an intrusion [11].

Machine learning is an anomaly detection technique that compares the user-input
stream with a historical library of user commands to detect anomalous behavior.
In one approach, the input stream is broken into fixed length sequences (normally
8-12 command tokens) which are compared through a sliding window against a
library of 500-2000 user sequences. The library is unique for each user. The
result of the comparison is a similarity measure. If the similarity measure is
greater than threshold level, then the user activity is characterized as abnormal;
otherwise, user activity is classified as normal [12].

The selection of several parameters greatly influences the effectiveness of a
machine learning system. The optimal sequence length appears to be 8-12
command tokens. Shorter sequences provide low detection rates while longer
. sequences increase the false positive rate and.previde lower intrusion detection
rates. The sliding window size determines the shortest interval in which the
system can detect an intruder. Experimental results also suggest that: the ideal

library size is user dependent; as the size of the library increases, the number of
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false positives also increases; and, the method of pruning the library significantly

- impacts on the effectiveness of the overall system [12].

¢) Graph-based Techniques: Graph-based techniques are misuse systems that
represent user and system behavior as a set of graphs that are then compared to
attack signature graphs to detect intrusions. This is a relatively new intrusion
detection technique and has been used in a limited number of IDSs. There are
three graph-based techniques used for intrusion detection: state transition

analysis, pattern matching, and model-based detection.

State transition detection is a misuse detection technique that models a host as a
state transition diagram. It was used as the basis for the USTAT system [13].
Known attack patterns are encoded as states in the diagram with the final state in
a chain being the compromised state. The preceding states are known as guard
states. The guard states act as a filter to separate normal from intrusive activities
{13].

Pattern matching detection is a misuse system that represents known attack
signatures as patterns that are compared against audit records. Knowledge about
attacks is represented as a set of specialized graphs. The graphs represent the
transition from normal system states to compromised states and are an adaptation
of colored Petri nets. This technique is similér to the state transition technique,
but pattern matching associates guards with transitions, rather than with states.

This technique has been implemented in the Intrusion Detection In Our Time
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(IDIOT) system in whic}i pattern matching is used as the basis for a generic
misuse detection model [9, 14].

Model-based detection is a misuse detection technique that detects attacks
through observable activities that infer an attack signature. Model-based
detection has three components: an Anticipator, Planner, and Interpreter. The
Anticipator uses two types of models, activity models and scenario models, to
predict the next expected step in an attack scenario. Activity models are
representations of current activity while scenario models represent intrusiqn
signature specifications. The Planner takes the Anticipator's prediction as a
hypothesis and translates it into audit log format. These predicted audit entries
are then used by the Interpreter as search strings in the audit records. If the
model-based detection system accumulates sufficient evidence of an intrusion by

crossing a system-defined threshold, the system reports an intrusion attempt [15].

d) Information Retrieval Techniques: Information retrieval, as used in intrusion
tietection,‘ is a misuse detection technique that searches for attack patterns by
building an index of audit logs and then searching this index. The information
retrieval system must maintain the audit index by periodically rebuilding the
index as new audit records are generated. There are a variety of techniques for

building, searching, and storing indexes that result in different tradeoffs in terms

of false positives and negatives [16].
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€) Positive Behavior-Based Detection: Positive behavior-based intrusion
detection is a specification-based technique that specifies intended system
behavior and reports activity outside of this intended behavior [7]. This is one of
‘the newest approaches to intrusion detection. There are two forms of positive

behavior-based systems used for intrusion detection: specification-based and

transaction-based detection.

Specification-based detection uses a program behavior grammar to enunciate
intended behavior and then scans audit files for violations of this expected
behavior. For example, the finger daemon in Unix should only execute the finger -
| program and should only read a very limited subset of files that can be easily
specified. If the finger daemon attempts to read the system password file, this
violates program specification and an intrusion would be reported [17].
Transaction-based detection is a specification detection technique that delineates
allowed actions and sequences of actions through transaction management. User
activity is modeled as a series of read and write operations. The transaction-based
detection system checks to ensure that all transactions are:

= Atomic (all operations are completed).

» Consistent (system remains in a consistent state).

= Isolated (transactions do not interfere w1th other transactions).

*  Durable (transaction results are saved in permanent storage) [18].
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As with the intrusion detection approaches, there is no one technique that

provides complete security. As such, most modern IDSs employ two or more techniques

to detect intrusions.

7. Host and Network-based Intrusion Detection

In executing the approaches and techniques discussed above, the IDSs can be
either host-based, network-based or a combination of both approaches. Host-based IDSs
monitor activity on a single computer using the host computer's audit information for
analysis and detection. Network-based IDSs monitor network traffic to detect intrusions.
Network-based IDSs are significantly more difficult to implement. From a bit stream
representing network traffic, they must reconstruct connection, session, and application
level traffic for all of the hosts on the network and detect intrusions in real time.

Both host-based and network-based IDSs suffer from a number of advantages
and disadvantages. Host-based IDSs are typically easier to implement than network-
based IDSs. However, host-based IDSs consume system resources that could be used for
other user activitfes‘ Network-based systems do not consume user computing power but
instead limit the impact of the IDSs to network bandwidth and the allocation of
dedicated intrusion detection machines. Host-based detection is more readily subverted
as it is an active agent that can be detected and attacked. Detection systems are prime
targets for attackers. Network—based IDSs are more secure as they collect information
passively and are more difficult for attackers to detect and defeat. Finally, host-based
systems have limited visibility over intrusions that involve multiple hosts. This is a

significant shortcoming as a number of common attacks are based on limited attacks on
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Table 2: Classification of Existing Intrusion Response Systems

Intrusion Response Classification # of Systems
Notification 30
Manual Response 8
Automatic Stateless Response 18
Total 56

multiple hosts. Network-based IDSs can detect multiple host intrusion attempts due to
their greater visibility. Because of the limitations of both approaches, most IDSs use
both host-based and network-based detection systems to provide more robust intrusion
detection. No IDSs detects all intrusions and as such, IRSs must temper intrusion

response generated with their confidence in the IDSs.

C. Intrusion Response Systems

1. Introduction

In the past seventeen years, a number of intrusion detection and intrusion
response tools have been developed (See Appendix 1). The response systems can be
categorized as notification systems, manual response systems, or automatic response
systems (See Table 2). The majority of intrusion detection and response systems are
notification systems only - systems that generate reports and alarms only. Periodic
reports were the earliest form of intrusion response. Ranging in frequency from daily to
monthly, reports record suspicious users so that the system administrator could further
investigate potential intrusions. The frequency of reporting delimits the window of

opportunity for an attacker. In today's environment, this window of opportunity is too
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large. Reporting, while still an important component of any intrusion response system, is
not a viable means of intrusion response by itself. Alarms generate immediate messages
to alert the system administrator to potential intrusive behavior. Alarms can be presented
in a variety of formats including email messages, console alerts, and/or pager
activations. After notification, further intrusion response is left as the responsibility of
the system administrator.

Some systems provide the additional capability for the system administrator to
initiate a manual response from a preprogrammed set of responses. While this capability
is more useful than notification only, there is still a time gap between when the intrusion
is detected and when the system administrator initiates a response. This window of
exploitive opportunity is still too large.

Automatic response systems immediately respond to an intrusion and it is these
systems that are most germane to this research. A survey of research literature found
eighteen systems with automated response mechanisms. Fourteen of the systems with
automatic response capabilities associate a specific response with a specific attack with
no other formal reasoning capability other than the association. Four systems,
Cooperating Security Managers (CSM), Event Monitoring Enabling Responses to
Anomalous Live Disturbances (EMERALD), JINAO, and Network Statistical Analysis

Tool (NetSTAT) provide more robust intrusion response mechanisms through the use of

decision components.
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Figure 2: CSM Architecture

2. CSM
Cooperating Security Managers (CSM) is a distributed and host-based intrusion

detection and response system (See Figure 2). CSM architecture consists of five

components:
. Command Monitor: captures users commands and sends them to the Local IDS.
* Local IDS: a host-based detection system that looks for intrusions on the local
system.

* Security Manager: examines network-related commands and coordinates with

other CSMs to track connections and user activity.

* User Interface: provides the capability for the system administrator to query the

Security Manager on the current security status.
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* Intruder Handler: responds to detected intrusive behavior.

For every user and for the overall system, CSM maintains a suspicion level
which indicates CSM's belief that a user is performing intrusive activity. If an intrusion
is detected by the Local IDS or Security Manager, the Intruder Handler reacts to the
intrusion by taking a preprogrammed action. At a minimum, the system administrator is
notified. Depending on the intrusion, the intrusive session may perform a number of
actions including terminating the current session or locking the user's account.

CSM provides automated responses through the Intruder Handler which consists
of three different components: the Command Auditor, the Damage Control Processor
(DCP), and the Damage Assessment Processor (DAP). The Command Auditor examines
user command streams and automatically discards commands that it identifies as an
attack. The DCP reactively responds to intrusive behavior using: (1) the Fisch Damage
Control & Assessment (DC&A) taxonomy (See figure on page 41) to classify the attack;
and (2), the suspicion level assigned to a user by the intrusion detection system. As the
suspicion level changes, the DCP employs eight different response sets, each of which
consists of one or more of fourteen different response actions. DCP continues to
respond to intruder actions until the intruder leaves the system when their suspicion level
is reset to zero [19, 20].

- After the intruder leaves, the DAP attempts to restore the system to its pre-attack
state and performs an attack analysis. Like the DCP, the DAP has eight response sets
that it uses to restore the system. These response sets are associated with suspicion levels

generated by the DCP. System restoration includes such actions as replacing modified
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Figure 3: EMERALD Architecture [21]

files, removing new files, reconstructing system settings, and securing vulnerable user

accounts [19, 20].

3. EMERALD
The Eveni Monitoring Enabling Responses to Anomalous Live Disturbances
(EMERALD) is a éistributed misuse and anomaly intrusion detection system (See Figure
3). The Emerald architecture consists of hierarchical collection of enterprise, domain,
and service monitors and is intended for large-scale heterogeneous computing
envir;mments. There are four principal components in the each monitor:
* Profiler Engine: a statistical anomaly detection .component.

®» Signature Engine: a signature -based inference component,
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* Resource Object: a pluggable configurable library with all of the data for the
other three components.
* Resolver: a coordinator of analysis and response policy enforcer.

Intrusion response is provided through the resolver. The resolver is an expert
system that receives reports from the analysis components and invokes various response
handlers. The peséibie responses are defined in the resource object with two associated
metrics that delimit their usage: a threshold metric and a severity metric. The threshold
metric defines the degree of intrusive evidence necessary to use the response. The
severity metric defines how harsh a particular response is. Because of the system

architecture, every monitor has an intrusion response capability [21, 22].
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4. JiNao

JiNao is a misuse and anomaly-based intrusion detection system that attempts to

detect attacks against the network infrastructure (See Figure 4). The JiNao architecture

consists of two principal components: the Local Subsystem (LS) and Remote

Management Subsystem (RMS). Each LS protects a single router or switch and consists

of five components:

Interception/Redirection Module: a routing component that redirects target
protocol iﬁfonnaticm flows to the prevention module.

Prevention Module: a small-rule-based system that filters packets with clear
security violations before the packets are processed by a router or switch.

Local Detection Module: an expert system to detect attack signatures as well as a
statistical analysis subsystem to detect anomalous behavior.

Local Decision Module (LDM): the coordinator of the prevention module and
local detection modules as well as the automated intrusion response component.
Information Abstraction Module: interface component for the LS to other LSs
and RMSs.

Each RMS consists of three components: a statistical analysis module, a protocol

analysis module, and a management interface. RMSs coordinate the activities of several

LSs and provide a set of management applicaﬁens for the system administrator.

JiNao also supports intrusion response through reports, alarms, and automated

response. Reports and alarms can be delivered through email or the JiNao GUL The

LDM may take automated defensive measures if an intrusion is suspected or detected by
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increasing logging, disabling router interfaces, or undoing the effects of recent route

update changes [23].

5. NetSTAT

Network Statistical Analysis Tool (NetSTAT) is a network-based misuse
intrusion detection system (See Figure 5). NetSTAT represents attack signatures as state
transition diagrams and extends previous research in the use of state transition analysis
from host-based intrusion detection (see USTAT [13, 24]) to support network-based
detection. Probes capture network traffic and compare activity against pre-programmed
attack signatures. If an attack is detected, each probe has a local decision engine which is

responsible for initiating intrusion response. This response can be in the form of reports,
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alarms, suggestions for system administrator action, or an automatic response by

injecting datagrams into the network [25, 26].

D. Security Taxonomies

A taxonomy is a system with associated rules for classification of events into
categories [27]. There has been research into a number of proposed security flaw
taxonomies including the Research in Secured Operating Systems (RISOS) security
taxonomy, the Protection Analysis (PA) taxonomy, Landwehr's taxonomies, Aslam's
taxonomy, Bishop's taxoﬁomy, and the Lindquvist taxonomy. These taxonomies classify
security flaws ‘which are an important component of an intrusion response taxonomy and
as such are discussed below. An intrusion response taxonomy is the categorization of
possible offensive and defensive responses to an intrusion. There has been only one

published intrusion response taxonomy - the Fisch DC&A taxonomy. The DC&A

Protection Anaylsis Flaw

Taxonomy
improper Protection improper Validation
Initialization and Enforcement
5 ) —ir;'a;_:é;;e_r E:ho;c—e ) E__ Improper Isolation of
 Initial Protection Domain Implementation Detail
Improper Change | { |  Improper Naming
improper Deallocation
or Deletion
Improper Synchronization Improper Choice of
Operand or Operation
i
I 1
Improper Indivisibility Improper Sequencing

Figure 6: Protection Analysis Taxonomy
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taxonomy is likewise addressed below.

1. Protection Analysis (PA) Taxonomy

The first published security taxonomy was the Protection Analysis (PA)
taxbnomy (See Figure 6). The objective of the PA project was to enable anyone to
discover security errors by using an automated, pattern-matching approach. The
taxonomy was based on the examination of over 100 flaws, found in six different
operating systems, which the PA taxonomy categorized into ten categories. These ten
categories were later reorganized into four different global categories:

- = Improper Protection: This category includes flaws such as: incorrect
installation of software; allowing users to bypass system controls and
directly manipulate system data structures; "time-of-check-to-time-of-
use" (TOCTTOU) flaws; allowing different objects to have the same
name; and, leaving old data in deallocated memory.

* Improper Validation: This category encompasses buffer overflows and,

thoée errors that involve not checking critical parameters and conditions
that lead to system compromise. Buffer overflow attacks are attacks that
attempt to overflow fixed sized data structures in programs. If these data
structures overflow, the program will perform in an unexpected manner
that may lead to system compromise.

* Improper Synchronization: This category addressed flaws that allow

interruption of atomic operations or allow actions in an incorrect order.
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* Improper Choice of Operand or Operation: This category includes an
application's use of inappropriate operands or operations that leads to
system's compromise.

While this taxonomy previded an initial classification of security flaws, the
categories were too broad to be used effectively in an automated system and the same
flaw could be classified in multiple categories. The pattern-matching approach ﬁsed
resisted automation and the underlying security fault database was never published [28-
30]. The contribution of this study was the introduction of several types of security flaws
that remain relevant. TOCTTOU, allocation/deallocation of residuals, and serialization
errors were introduced and the group's research was an important step in the

classification of security flaws [31].

2. RISOS Taxonomy

The Research in Secured Operating Systems (RISOS) security taxonomy
categorized operating system flaws found in three operating systems (IBM's OS/MVT,
UNIVAC's 1100 Series Operating System, and the TENEX system for the PDP-1) into

seven categories (see Figure 7):
* Incomplete Parameter Validation: Parameters must be validated for data
type, number, order, value and range. Failing to check if an array index is
within the range of the array is an exémple of this type of flaw and can

lead to system compromise.
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Figure 7: RIOS Security Flaw Taxonomy

* Inconsistent Parameter Validation: Parameters may be evaluated at
multiple locations within a program. If the evaluation criteria are not
consistent, system compromise can occur.

* Implicit Sharing of Privileged Data: This category is the use of covert
channels such as sending confidential information by modulating the load
average of the system.

* Asynchronous Validation/Inadequate Serialization: This category
encompasses TOCTTOU errors that introduce a small timing window of
vulnerability that attackers could exploit to compromise the system.

= Inadequate identiﬁcation!Authenticaﬁon;’Autherization: If a privileged

program does not require a process or individual to authenticate their
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identity, attackers can exploit this implicit trust relationship to
compromise the operating system.
* Violable Prohibition/Limit: This category addressed buffer overflow
attacks.
= Exploitable Logic Error: This category captured errors not addressed by
other categories such as exploitation of instruction side effects. [28, 32].
The final report suggested administrative actions that could prevent unauthorized
access to a system and methods to prevent disclosure of information. The principal
contribution of this study was a classification of integrity flaws found in operating

systems [31]. The categories, however, remain too broad for use in an automated

system.
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3. Landwehr Taxonomies

Landwehr proposed three security flaw taxonomies categorizing ﬂawﬁ by
genesis, time of introduction, and location (See Figures 8-10). The objective of these
taxonomies was to describe how security flaws are introduced, when they are
iﬁta'oduced, and where the security flaws can be found. This research also compared the
frequency of security incidents against the taxonomies with the goal of helping software
programmers and system administrators "to focus their efforts to remove and eventually
prevent the introduction of security flaws" [30].

The Landwehr security flaw taxonomy by genesis extended the previous research
of the PA and RISOS groups with the introduction of a new category of flaws,
intentional flaws. Intentional flaws are flaws that are introduced deliberately into a
program so that they can be exploited at a later time. Trapdoors, Trojan horses, time
bombs, and covert channels are examples of intentional flaws. Inadvertent flaws in the
Landwehr taxonomy were similar to the flaw taxonomies found in the PA and RISOS
projects. The research found that validation errors were the most common security flaw

followed closely by Trojan horses and domain errors [30].
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The Landwehr security flaw taxonomy by time of introduction characterized
security flaws by when they were introduced into a system (See Figure 9). The
researchers choose an abstract software development life cycle (SDLC) model to which
a variety of SDLC models could be mapped. While other research characterized when in
the SDLC that software defects were introduced, the Landwehr study was the first to
describe when security flaws were introduced. The research found that most security -
flaws were introduced during development, feiiowe& by flaws during operations. The
least number of security flaws were introduced during system maintenance.

The Landwehr security flaw taxonomy by location characterized security flaws
by where the security flaw occurred (See Figure 10). This taxonomy differentiated
security flaws as either hardware or software and subdivided the software category into
operating system, support, and application flaws. The research found that most security

flaws involve process management or privileged utilities.
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Figure 10: Landwehr Security Flaw Taxonomy (Flaw by Location)
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The Landwehr taxonomies extended security taxonomy research by providing
multiple taxonomies for characterizing security flaws. The realization that security flaws
cannot be simply described bjf a single attribute was an important contribution and one
that most future researchers have followed. Of the three taxonomies, only the by genesis
taxonomy is germane to an automatic response tool. However, the genesis taxonomy
requires a determination of intent to classify a flaw which is very difficult for an

automated program to determine and virtually impossible in a real-time environment.

4. Bishop Taxonomy

Bishop studied flaws in the UNIX operating system and proposed a flaw
taxonomy for the UNIX oﬁerating system. Rather than describe security flaws using a
single set of categories, Bishop proposed that security flaws should be described using a
single taxonomy that is composed of several collections of categories or axes. The
proposed axes were:

* Nature of the Flaw: Bishop used the PA taxonomy for this axis.

* Time of Introduction: Bishop used the Landwehr security flaw taxonomy
by time of introduction but modified Landwehr's definitions of the
categories to more specifically define "during development", "during
operations”, and "during maintenance".

* Exploitation Domain: This axis measures the difficulty of exploiting a
flaw by characterizing whether the flaw can be exploited using a

program, a high-level user command language, or a configuration file.
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Effect Domain: The amount of access the attacker requires to implement
the attack. Bishop divided this axis into four categories: (1) no special
access; (2) network session; (3) physical (hardware) access; and (4)
network sessions and physical access.

Minimum Number of Components: The minimum number of components
to exploit the VuInerabiiiW is the fifth axis in Bishop's taxonomy and
indirectly measures the difficulty of detecting an attack by measuring the
number of audit records that must be checked to determine that the attack
took place.

Source of the Identification of the Vulnerability: Bishop's last category
identified where the flaw was first published. Bishop reasoned that it is
important for misuse database compilers to know where to look to find
the initial source of information on a flaw [28].

extended security flaw taxonomy research by including a number of

criteria that previously had not been considered.
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Figure 11: Aslam Security Flaw Taxonomy
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5. Aslani Taxonomy

Aslam proposed a security taxonomy to classify the faults found in the UNIX
operating system (See Figure 11). The objective of this taxonomy was to unambiguously
classify security faults and provide a theoretical basis for the data organization of a
vulnerability database. Selection criteria are provided for each criterion so that all fault
categories are specific and distinct. The Aslam taxonomy contained the following major
categories:

® Coding Faults: Coding faults are flaws that are introduced during
software development.

* Condition Validation Errors: A flaw is a conditional validation error if
the fault results from a missing or incorrect check for limits, check for
access rights, check for valid input, or authentication check.

= Synchronization Errors: A flaw is a synchronization error if the fault
results from improper serialization of operations or the existence of a

‘timing window between two operations that can be exploited.

* Emergent Faults: Flaws that result from improper installation of software,
unexpected integration incompatibilities, and when a programmer fails to
completely understand the limitations of the run-time modules.

» Configuration Errors: A cenﬁgmgtien error occurs if a program is

installed in the wrong location, installed with incorrect setup

parameters, or installed with incorrect permissions.




38

* Environmental Errors: Environmental errors occur when modules
perform according to specification but an error occurs when they are
subjected to a specific set of inputs in a particular configuration
environment.

The Aslam taxonomy was used as the theoretical basis for a vulnerability

database that was used in the Intrusion Detection In Our Time (IDIOT) IDS [31, 33, 34].

6. Lindqvist Taxonomy
Lindqvist and Jonsson proposed two taxonomies that differed from previous

work in that they characterized security attacks based on the technique used and the
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result of the attack. The objectives of Lindqvist and Jonsson research were threefold: (1)

to establish a framework for the systematic study of computer attacks; (2) to establish a

structure for reporting computer incidents to an incident response team; and, (3) to

provide a mechanism for assessing the severity of an attack.

The Lindqvist Intrusion Technique Taxonomy is based on previous research by

Neumann

and Parker [35] and divided intrusive techniques into three principal

categories (See Figure 12):

* Bypassing Intended Controls: This category includes attempts to attack
passwords, spoof privileged programs, and attack programs utilizing
weak authentication.

= Active Misuse of Resources: This category includes active attacks such as

buffer overflows as well as exploitation of world writeable system

~ objects.
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* Passive Misuse of Resources: This category includes all probing attacks
that attempt to identify weaknesses in the scanned system [36].

The Lindqvist Intrusion Result Taxonomy is based on the Confidentially,
Integrity, and Availability (CIA) model [36]. It divided intrusion results into three
categories (see Figure 13):

* Exposure: These are attacks against system confidentially and are
subdivided into disclosure of confidential information and service to
unauthorized entities.

* Denial of Service: These are attacks against system availability and are
subdivided into selective, unselective, and transmitted attacks.
Transmitted attacks are attacks that affect the service delivered by other
systems to their users.

* Erroneous Output: These are attacks against system integrity and are
subdivided into selective, unselective, and transmitted attacks [36].

The Lindqvist Intrusion Result Taxonomy use of the widely respected CIA
model provides a good theoretical foundation for the classification of intrusion results.
Intrusion results are an important component of an automatic intrusion response system
as the response should be tailored to the attack. As such, the Lindqvist Intrusion Result

Taxonomy will be included as a component of the AAIR intrusion response taxonomy.
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7. Fisch DC&A Taxonomy

A review of literature reveals only one intrusion response taxonomy - the Fisch
DC&A taxonomy. The Fisch DC&A taxonomy classified the intrusion response
according to: when the intrusion was detected (during the attack or after the attack); and,
the response goal (active damage control, passive damage control, damage assessment,
or damage recovery) [19]. This taxonomy only provided for defensive intrusion
responses and did not categorize offensive responses. It also did not consider the type of
attack, type of intruder, sensitivity of the information being attacked, or environmental
constraints in formulating a response (See Figure 14). While the categories covered by
the Fisch taxonomy should be components of any future intrusion response taxonomy,

additional components are necessary to more accurately classify intrusion responses.
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E. Software Agents

There have been a number of definitions of software agents in the past twenty-
five years. Franklin and Graesser described agents through a set of properties rather than
through a general definition (See Table 3). To be considered a software agent, programs
must sati’sfy the first four properties and are characterized according to their properties
[37]. For example, this research will employ non-mobile, communicative learning
agents. Gilbert defined agents using three dimensions: agency, intelligence, and
mobility. Agency is the degree of autonomy and authority vested in the agent and can be
measured by the nature of interaction with other entities in the system. Intelligence is the
degree of reasoning and learned behavior: the agent's ability to accept user's statement of
goals and carry out the task delegated to it. User model is an indication as well as ability

to learn and adapt. Mobility is the degree to which agents themselves travel through the

network [38].
Table 3: Characteristics of Software Agents [18]
Property Explanation

Reactive Responds in a timely fashion to changes in the
environment

Autonomous Exercises control over its own actions

Goal-Oriented Does not simply act in response to the environment

Temporally Is a continuously running process

Continuous ‘

Communicative Communicates with other agents, perhaps including
people

Learning Changes its behavior based on its previous experience

Mobile Able to transport itself from one machine to another

Flexible Actions are not scripted

Character Believable “personality” and emotional state.
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Russell and Norvig proposed four categories of intelligent agents: reflexive,
reflexive with internal state memory, goal-directed, and utility-based. Reflexive agents
make a predefined, immediate response based on the current environmental state.
Reflexive agents with internal memory supplement environmental state with a memory
of previous actions. Goal-directed agents are agents with multiple and often competing
goals while utility-based agents attempt to maximize a utility function by choosing the
alternative with the highest utility value [39]. With the exception of CSM, all current
intrusion response systems can be classified as reflexive systems or utility-based
systems. There are no intrusion response systems that incorporate goal-directed agents or
a combination of the previously mentioned agent categories. This research addresses
these issues by providing a methodology for reflexive agents with internal memory,
utility-based, and goal-directed agents to cooperatively respond to intrusive behavior.

Franklin and Graesser, Gilbert, and Russell and Norvig provide just three
definitions of agency. Maes [40-42], Coen [43], Nwana [44], and others have generated
different definitions. For purposes of this research, the characterization approach of

Russell and Novig will be used.

F. Agent Communication

There are two main approaches to designing an agent communication language
[45]. One approach is based on executable content using programming languages such
as Java or Tcl. Agents communicate with their own procedural language that is

understandable by the other agents in the system. When the amount of information that
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is transmitted between agents is relatively small, this approach works well. The second
approach is more declarative and uses popular agent languages such as KQML. This

approach works nicely when large amounts of information need to be transmitted

between agents in a standardized way.




45

CHAPTER III

DESIGN

A. Introduction

The design of an adaptive intrusion response system consists of an intrusion
response taxonomy and an associated methodology. The taxonomy provides a theoretical
classification of responses necessary for an automated system. The methodology
describes the conceptual model of the adaptive intrusion response system. The intrusion

| response taxonomy and components of the methodology are discussed below.

B. Intrusion Response Taxonomy

There are a number of responses to an intrusion that range from monitoring the
intrusion to actively attacking the intruder. Not all responses are appropriate for all
intrusions. For example, terminating the attacker's session after the attacker has already
logged out will have no effect. As such, there is a need to categorize responses so that
they are’ appropriate to the attack. A taxonomy is also necessary as it provides the

necessary framework for automatic intrusion response. Landwehr et al. observed [30]:

A taxonomy is not simply a neutral structure for categorizing
specimens. It implicitly embodies a theory of the universe from which
those specimens are drawn. It defines what data are to be recorded and
how like and unlike specimens are to be distinguished.
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The taxonomy is composed of a number of dimensions where each dimension provides a
categorization necessary for formulating an appropriate response. There are six
dimensions: response timing, type of attack, type of attacker, strength of suspicion,

implications of the attack, and environmental constraints (See Figure 15).

1. Response Timing

The timing of the response is a fundamental delineation in formulating a correct
response and as such, it is the first dimension of the taxonomy. The response timing may
be defined as preemptive, during an attack (damage control), or after an attack (damage
assessment). Preemptive responses occur when there are indications of an attack but the
attack has not actually begun. Preemptive responses attempt to increase the defensive
posture of the potentially affected system while continuing to provide service to users

with minimal degradation of performance. Damage control responses occur when the
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attack has been detected and is ongoing. These responses attempt to limit the effect of
the attacker while continuing to provide service to legitimate users. Damage assessment
responses occur when the attack was detected after the attacker has left the system.

These responses attempt to document and repair any damage to the attacked system.

2. Type of Attack

The type of attack is an important characterization in determining an appropriate
response. For example, the response to a denial of service attack is different from a race
condition attack involving a system utility. There is no attack taxonomy that is both
complete (encompasses all possible attacks) and correct (appropriately characterizes
attacks). The best characterization of the type of attack is the Lindqvist Intrusion Result
Taxonomy [36](see Figure 13). It uses the CIA model as a theoretical basis for
determining the type of attack and provides the necessary differentiation betx&een the
types of attacks for automatic intrusion response. As such, it is used as the second

dimension in the intrusion response taxonomy.

3. Type of Attacker

The type of attacker is similarly an essential characterization in determining an
appropriate response to an attack. For example, there is a difference in responding to a
novice attacker using a well-known attack script and a distributed, coordinated computer
attack supported with the computational resources of a nation-state. Differentiation

between type of attacker is a difficult task but fundamental to the formation of an

appropriate response. The most useful distinctions are:
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= s the attacker a novice or expert attacker?

= Isthe éttacker using an automated program or is it a manual attack?
Certain techniques such as locking a user account or uéing remote logging will be very
effective against a novice attacker while they will have almost no effect against an
~expert intruder. Similarly, automated attack programs can be easily disrupted by forcing
additional authentication or similar techniques while they will have limited effect on a
manual attack. As such, the classification of the type of user as a novice/expert and

automated/manual attacker is included as the third dimension of the response taxonomy.

4. Strength of Suspicion

The fourth dimension of the intrusion response taxonomy is the strength of
suspicion. Current intrusion detection is not an exact science and as a result, intrusion
detection systems can generate false positive or false negative results. Some user activity
is clearly intrusive while other activity may be indicative of intrusive behavior or may be
normal user activity. The response must be tempered by the strength of suspicion that an
actual intrusion is occurring. If the degree of suspicion is low, the response may bé
limited to account for the possibility of a false positive detection. If the degree of
suSpicien is high, a broader range of responses is possible. As such, the strength of

suspicion is a key component of an intrusion response taxonomy.

5. Implications of the Attack
The fifth dimension of the intrusion response taxonomy is the implications of the

attack. Different systems have differing degrees of importance within an organization.
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This difference in criticality should lead to different responses, to the same attack,
against different targets. For example, the response should be different if it is a denial of

service attack against a single workstation as compared to the same attack against an

institutional Domain Name Server.

6. Environmental Constraints

The final dimension in the intrusion response taxonomy is environmental
constraints. There are legal, ethical, institutional, and resource constraints that limit what
responses are appropriate. For example, current U.S. law prohibits launching a
counterattack against a suspected attacker. This constraint does not apply during a
declared war when the counterattack is part of a military operation. The environmental
constraints are an important consideration in the formulation of a response and as such

are included as a dimension in the intrusion response taxonomy.

C. Methodology

The methédoicgy for adaptive intrusion response is summarized in Figure 16.
Multiple IDSs monitor a computer system and generate intrusion alarmé. Interface
agénts translate IDS detection messages into a common message format and maintain a
model of each IDS based on number of false positives/negatives previously generated. It
uses this model to generate an attack confidence metric and passes this metric along with
the intrusion alarm to the Master Analysis agent. The Master Analysis agent classifies

whether the incident is a continuation of an existing incident or is a new attack. If it is a
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Response Toolkit

Intrusion Detection
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Interface Specification
Master Response
Analysis Taxonomy
r 1
»  Analysis <
Figure 16: Methodology

new attack, the Master Analysis agent creates a new Analysis agent to develop a
response plan to the new attack. If the incident is a continuation éf an existing attack, the
Master Analysis agent passes the attack confidence metric and intrusion alarm to the
existing Analysis agent handling the attack. The Analysis agent analyzes an incident
until it is resolved and generates a course of action to resolve the incident. To generate
this‘ceurse of action, the Analysis agent involves the Response Taxonomy agent to
classify the attack and Policy Specification agent to limit the response based on legal,
ethical, institutional, or resource constraints. The Analysis agent also decomposes the

abstract course of action into very specific actions and then invokes the appropriate
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components of the Response Toolkit. The Analysis agent employs adaptive decision-
making based on the success of previous responses. Each of the various components of

the methodology is discussed below.

1. Intrusion Detection System(s)
One or more IDS(s) detect intrusions and generate intrusion reports. Because the

focus of this research is on intrusion response and not intrusion detection, this

component is simulated.

2. Interface Component

The interface module performs two functions: it translates IDS specific messages
into a generic message format and it maintain a confidence metric on the reporting IDS.
There are two techniques for message formats: a general communications language such
as the Knowledge Query and Manipulation Language (KQML) or Cbmmon Intrusion
Detection Format (CIDF); or, the use of a specialized language [38]. Because the
architecture must interact with a variety of different IDSs, there is no assumption of a
common communicati{ms language. The interface component provides this translation
service so that all messages internal to the response system are in a common format.
Additionally, due to the requirement for rapid intrusion response, a specialized language
is used internal to the response system instead of a generalized language. In an intrusion

response system, the efficiency and speed a specialized language provides is more

important than the flexibility and interoperability that a generalized language provides.
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The interface module also maintains a confidence metric on the reporting IDS.
IDSs are not perfect and will generate false positive and false negative alarms. The
response must be tailored by the degree to which the response system believes that the
reported incident is a real attack and not a false alm. The confidence metric is the ratio
of false positive reports to actual reports. The number of false positives is generated
through a feedback loop between the interface component and the system admin tool.
After each incident, the system administrator can indicate whether the incident was a
real attack or a false alarm. This results in an update to the confidence metric for the
reporting IDS and over time, response adaptation. Responses to incidents from IDSs that
generate a high number of false positives will be less severe than reports from IDSs that
seldom generate false alarms. There is one interface module per IDS and the confidence

metric generated by the interface module is passed to the Master Analysis component.

3. Master Analysis Component

The Master Analysis module examines the incident report generated by the
interface component and determine§ whether the incident is a new attack or a
continuation of an existing attack. If the incident is a new attack, the Master Analysis
component creates a new analysis component and passes to it the incident report and
associated confidence metric. If the incident is the continuation of a previously detected
attack, the Master Analysis component simply forwards the incident report and
associated confidence metric to the appropriate analysis component.

The classification of the incidents as part of an ongoing attack or a new attack

requires reasoning under uncertainty. Some incidents such as multiple attacks from the
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same Internet Protocol (IP) address within a short interval of time provide a clear
indication of the continuation of an existing attack. Attacks such as a distributed port
scan from multiple IP addresses over several days or weeks would be much more
difficult to detect. In determining if an attack is a continuation of the same attack or a
new attack, the Master Analysis component uses three metrics: time, session identifier,
and attack type. If the same attack is launched multiple times in a short period of time, it
is reasonable to assume that the attacks are related. To a lesser extent, if the system has
not been attacked for a period of time and suddenly is assailed by a number of different
attacks in a short period of time, it can be inferred that the attacks are all part of the same
incident. If the attack is from the same IP address or same subnet as a previous attack,
this is a clear indication of a continuation of an attack. If the attack is from the same user
there is a clear indication of the continuation of the same attack. Finally, if the same
attack program or process is the source of the incident report, then it is likely that the
attacks are related and part of the same ongoing attack.

It is not the intent of this research to impose a particular inference mechanism
within the Master Analysis module but instead to advocate that there must be a
classification of incidents. The prototype Master Analysis components constructed to
validate this methodology used both crisp and fuzzy rule bases [46]. Fuzzy rule bases
have the advantages that it is relatively easy to capture the knowledge of domain experts

and later verify how the Master Analysis module reached classification decisions.
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4. Analysis Component

The Analysis module provides long-term analysis of an incident and determines a
plan to respond to an intrusion. This plan consists of a response goal, one or more plan
steps, and associated factics for accomplishing the plan steps. The response goal is
specified by the system administrator and provides a general response approach.
Examples of response goals include: catch the attack, analyze the attack, mask the attack
fmm users, sustain service, maximize data integrity, maximize data confidentiality, or
minimize cost. Plan steps are techniques for accomplishing a response goal. Examples
of plan steps include: gather evidence, preserve evidence, communicate with the
attacker, slow the attack, identify compromised files, notify the system administrator, or
counterattack the attacking system. Tactics are methods to carry out a plan step. For
example, given a plan step of gather evidence, there are a variety of tactics for
accomplishing this plan step such as enabling additional logging, enabling remote
logging, enabling logging to an unchangeable media, enabling process accounting,
tracing the connection, communicating with the attacker, or enabling additional IDSs.
The tactics can be further decomposed into a number of implementations that are
environment dependent. As an example, consider a subnet consisting of the machines
Limbo, Saint Peter, and Heaven. If Saint Peter is attacked, the tactic of remote logging
could be implemented by logging to computer system Limbo or Heaven or both. The
analysis agent determines what plan steps, tactics and implementations are appropriate.

The analysis module makes this determination using several inputs:
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Confidence metric: The Analysis component receives the confidence
metric from the Master Analysis component.

Incident report: The Analysis component receives the incident report
from the Master Analysis component and forwards it to the Response
Taxonomy component. The Response Taxonomy component uses this
information to weight various response options.

Incident history: The Analysis component maintains a history of the
incident and forwards this history to the Response Taxonomy component
for proper classification. The type of attacker dimension, for example,
depends on history of attacks attributed the attacker. The Analysis module
maintains this information and provides to the Response Taxonomy
component as needed.

Response Goal: The system administrator sets the response goal of the
system and the Analysis component uses goal to weight potential
responses. Possible response goals are: analyze the attack, catch the
attack, mask the attack, maximize confidentiality, maximize data
integrity, minimize cost, recover gracefully, and sustain service.

Plan history: The Analysis component maintains a history of previously
implemented plans so that it does not implement a plan that had
previously failed.

Policy specification: The Analysis component coordinates with the Policy

Specification component to ensure that the plan being pursued is in
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compliance with the policy restrictions of the computing environment.
These restrictions include legal, ethical, institutional, and resource-based
constraints. |

Given these inputs, the Analysis component develops a response plan. It then
monitors the implementation of that plan and adjusts the plan if necessary. As the
Analysis component receives additional incident reports, it has three options: continue
with the same plan, adapt the plan, or replan completely. Continuation of the same plan
is appropriate when there are indications that the plan is working or there is not enough
evidence to support a change in plans. Adaptation of the plan is appropriate when there
are significant changes in the environment or significant failures in the plan. Replan
completely is appropriate when adaptation of the plan is not sufficient given the required
changes. If all other measures have failed, the analysis module will shut down the host to
protect the machine until the system administrator can actively diagnose the damage
done to the machine.

Each plan step, tactic and implementation (PTI) has associated with it a success
metric which is the ratio of successful responses to an intrusion to the total number of
responses using a particular PTI. This metric is updated by the system administrator
after each attack and the system dynamically adjusts what plans are selected to respond
to an-intrusion. Those PTI that are more successful are weighted so that they will be used

more often than PTI that the system administrator determines were not successful.
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Plan steps include:

Gather Evidence: One of the first steps in any intrusion is to gather
evidence so that the system administrator can identify affected systems
and restore these systems to its pre-attack state.

Preserve Evidence: Attackers often attempt to remove an indication of an
attack from the system log files. The response system can thwart these
attempts through a number of tactics such as logging to an unchangeable
media or logging to a remote machine. This plan step is especially
appropriate when trying to counter the aftacks from expert intruders that

have a high probability of removing any traces of their attack.

| Slow/Stop the Attack: Every response plan will attempt to either slow or

stop the attack. Determining whether to slow or stop an attack depends on
a number of factors that the analysis and response taxonomy module must
consider such as the system goal, type of attacker, and type of attack. If
the system goal were to analyze the attack of an expert attacker, then slow
the attack would be preferred over stopping the attack. If the attacker is a
novice using a simplistic attack and the system goal is to maintain
service, then stopping the attack would be more appropriate.

Identify Damaged Files: With some ipw priority systems, it is easier to

restore the system after an attack then to try to actively defend the system.

This restoration is easier if the affected files are identified.
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= Protect Critical Files: There are techniques for limiting the damage o
critical files when a system is under attack. Employing these techniques
allows the system to limit potential damage or rapidly restore the system
to its pre-attack state.

* Notify the System Administrator: Like the gather evidence plan step,
notifying the system administrator is a high-priority response that is
usually implemented. No matter how good the response system, a skilled
system administrator is the best defense during an attack.

=  Communicate with tﬁe Attacker/Employ Social Engineering on the
Attacker: Attackers operate under the assumption that their attack has not
been detected or that their identity is protected. These plan steps make it
clear to the attacker that they have been detected and that the system is
being defended. Social Engineering goes beyond normal communication
with the attacker and instead attempts to manipulate the attacker so as to
nullify or lessen the effect of the attack.

= Counterattack: If not constrained, often the best defense is an offense. If
the attacker can be clearly identified, counterattacking makes the attacker
defend his system and can divert the attention of the attacker.

Tactics to achieve the previously mentioned ;;;an steps include:
= Generate a Report: All intrusive behavior should be logged so that it can

be reviewed by a system administrator. These reports provide critical
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information for the resolution of ongoing incidents and facilitate long-
term analysis of security attacks.

Generate an Alarm: As previously discussed, the success of an attack is
dependent on the time between detection and response. Alarms,
implemented through email messages, console messages, pagers, or even
loudspeaker announcements, notify the system administrator that an
attack is underway. Not all intrusive behavior, however, should generate
an alarm. SUDO is an authentication program that allows a normal user to
perform a single command as root. There is a diﬁ'érence, for example,
between a single failed SUDO attempt and one hundred failed SUDO
attempts from the same user. The latter should generate an alarm while
the former probably should not except on the most sensitive systems.
Lock User Account: If a user account has been compromised, an
appropriate response would be to lock that user's account so that it cannot
be used to launch future attacks.

Suspend User Johs’: If there are indications of intrusive behavior as well
as normal user operations, the suspension of user jobs and termination of
user sessions allows the system administrator the opportunity to terminate
any intrusive jobs while not com;pting valid user tasks. While
termination of user sessions without suspension of user jobs would be a

more common response, there are circumstances when it would be

desirable to suspend user jobs.
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Terminate User Session: If a user is involved in intrusive behavior, the
user's session should be terminated and the user's account locked to
prevent future damage.

Enable Additional Logging: Some wuser behavior cannot be
unambiguously characterized as intrusive behavior but is nonetheless
indicative of possible intrusive behavior. In such cases, enabling
additional logging allows for the gathering of additional information that
may help in classifying the user's behavior.

Enable Remote Logging: Additional logging may not be sufficient against
certain types of attacks or attackers and instead, remotely logging to
another system or a non-changeable media (such as CD-ROM or a

printer) may be a better technique for gathering additional information on

the attacker.

Block IP Address: If the IP address of an attacking system can be
identified, some network attacks can be neutralized by blocking, at a
router, all traffic from that address. While this protection is often
temporary if the attacker can change their IP address, it will slow the
attacker and allow the intrusion response system or system administrator
more time to respond to an attack.

Enable additional intrusion detection tools: Because intrusion detection
tools are imperfect and consume system resources, intrusion response

systems may enable additional intrusion detection tools as the degree of
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suspicion increases that an intrusion is ongoing. More robust and costly
(in terms of resource utilization) detection tools can be employed (up to a
point) as additional indicators of intrusive behavior are found.

Shutdown Host: Sometimes the only mechanism for protecting against
further system compromise is to shut down the machine. While this is a
draconian measure, it is sometimes the only mechanism for protecting a
host under an active attack.

Disconnect from the Network: For network-based attacks, disconnecting
from the network is less draconian than shutting down the host but has the
same effect - network-based attacks can no longer effect the system
aiiowingkthe system administrator time to respond to an attack and repair
any damage to the attacked system.

Disabling the Attacked Ports or Services: If a single service or well-
known port is being used as the basis for the attack, that port or service
can be disabled effectively stopping the attack without affecting any of
the other services offered by the system.

Warn the Intruder: Most attackers operate with the assumption that they
are not being actively monitored or that they caf; evade intrusion
detection systems. Telling the intruder that they are actively being
monitored is all that is required for them to abandon the attack.

Trace connection: Criminal prosecution of computer attackers, while a

viable response to intrusions, is outside the scope of intrusion response
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systems. However, tracing by the network connection of an attacker so
that the attacker can be positively identified is a viable response. As a
side effect, the attempt to trace back a connection can be detected by the
attacker. For less experienced attackers, the fact that someone is actively
trying to trace them will often result in the termination of the attack.

Force Additional Authentication: Forcing additional authentication slows
down or stops an attack while allowing authorized users to continue to
use the affected system. The suspected intruder must provide additional
proof of their identity before they can execute commands.

Create Backups: Attacks against the integrity of a system can be
thwarted by creating up-to-date system backups for system restoration
and file comparison. While it is often impracfical to maintain real-time
backups ef all modified files, as the degree of suspicion that the system is
being attacked increases, the time interval between backups should be
decreased so as to limit lost or corrupted data.

Employ Temporary Shadow Files: A temporary shadow file is a duplicate
file created and encrypted to protect the original file. When an intruder
attempts to modify a critical system file, all modifications are saved in a
second file and the original file ‘remains unchanged. Additional
modification attempts result in changes to the temporary shadow file and

not the original file. Fisch proposed temporary shadow files as a
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mechanism for protecting the integrity of a system while under active
attack [10].

Restrict User Activity: Suspicious users Iﬁay be restricted to a special
user shell that allows some functionality while limiting the ability of the
user to execute certain commands. This will slow the user's ability to
damage the system without terminating a user session, suspending user
jobs, or requiring additional authentication.

Logging to Unchangeable Media: One of the principal targets of any
attacker is the system's log files. By logging to unchangeable media, the
intruder cannot alter any evidence of the intrusion after it has been
recorded. This is a viable tactic for preserving evidence.

Process Accounting: Most systems do not routinely employ process
accounting as it has high overhead and imposes a performance penalty on
the host system. This is despite process accounting recording a plethora
of useful information for diagnosing attacks. During an attack, however,
the performance penalty is minimal compared to the utility of processing
accounting and as such it is a viable tactic for collecting information on
an ongoing attack.

Employ a Honeypot: A honeypot attempts to attract the attention of the
attacker so that the attack can be analyzed while protecting a critical
system. High priority systems deploy honeypots all the time to divert

attention away from their critical systems. Low priority systems can
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deploy honeypots during an attack to redirect attention away from the
protected system.

Employ a Smokepot: A smokepot is a system on your network that any
contact with is indicative of an attack. Smokepots are systems dedicated
to detecting intrusions with no other function than to report contact. Like
a honeypot, a smokepot helps detect attacks and can divert attacks away
from production systems.

Contact Servicing ISP: A tactic for responding to an attack is to contact
the servicing internet service provider (ISP) and let the ISP respond to the
attack.

Turn off Modems: Turning off the modems will limit the ability of an
attacker to reach and corrupt a system. While this might not stop the
attack against an expert intruder, it will likely slow it again an expert and
may stop a novice.

Denial of Service (DOS) Attack: A tactics list would not be complete
without the ability to attack back. DOS attacks are very expensive in
terms of resources but can be effective in crippling the ability of an
attacker to affect the protected system.

System Compromise Attack: Similgr to a DOS attack, a system

compromise attack attempts to gain control of the attacker's system so

that the attacker can no longer attack.
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The relationship between plan steps and tactics are listed in Appendix B. The

relationship between tactics and implementations are listed in Appendix C.

5. Response Taxonomy Component

The Response Taxonomy module receives input from the Analysis agent and
determines an initial response weighting. It implements all of the dimensions of the
Intrusion Response Taxonomy with the exception of the environmental constraints
dimension which is implemented by the Policy Specification Component (see Section 6
below). In providing this classification, the Response Taxonomy component does not
maintain state information - the Analysis component does. Everytime there is a new IDS
report, the responsible Analysis component forwards all related state information for the
Response Taxonomy module to reach a response goal classification. This state
information consists of the previous classifications of the incident (history of type of

attack, type of attacker, etc) as well as the current incident report.

6. Policy Specification Component

The Policy Specification module performs two functions: (1) it maintains any
limitations on response goals and tactics; and, (2) it filters the plans and tactics generated
by the Anaiysis and Tactics components. As discussed in Section B.6 of this chapter, not
all responses are appropriate in all environments. The Policy Specification module
provides a mechanism for restricting what responses are implemented in a given

environment. These limitations include are legal, ethical, institutional, and resource

constraints.
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While environmental constraints are a critical component of any Response
Taxonomy, the separation of policy specification module from the Response Taxonomy
module in system design has two principal advantages. Policy specification is dependent
on the environment in which the response system operates which can vary dramatically.
For example, the response limitations of a small commercial, peacetime organization is
significantly different than those of military organizations during a declared war. The
other components of the taxonomy do not vary so widely. As such, the separation of the
environmental constraints dimension of the response taxonomy from the other
dimensions is preferred. Additionally, policy specification may change quickly while the
other dimensions of the response taxonomy do not change over time. As new response
resources are added to a system or new laws are approved, policy specification must
change to reflect the operational environment of the response system.

The system administrator can use the System Administrator Interface to enter
response limitations. The Policy Specification component returns a set of rules to the

Analysis component that delimits appropriate response goals.

7. Response Toolkit Component

The Response Toolkit module is a collection of executables and system scripts
that implement the intrusion respohse. These programs are system dependent and are
invéked by the Tactics component. This separation of the Tactics and Response Toolkit

component allows the proposed methodology to support multiple system architectures

and provide a separation between the logic and implementation of the response plan. The
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Response Toolkit also measures and provides feedback on the success or failure of aﬁy

implementations.

8. System Administrator Interface

The System Administrator Interface module provides an interface for the system
administrator to monitor and review incident and associated intrusion responses, suspend
operation of the response system and assume an active role in the defense of the system,
’provide feedback to the system for adaptation, set system policy, and add new intrusion
detection systems and associated interface components. The System Administrator
interface receives reports from the Interface, Master Analysis, and Analysis components
on incidents and associated responses. These events are correlated and displayed. After
the security incident is resolved, the system administrator can indicate whether the
intrusion was a real attack or a false positive report and whether the system response was
successful. This allows the Interface component associated with a reporting IDS to
update the confidence metric associated with the IDS and the Analysis and Tactics
components to update their success metrics associated with various plans and
techniques. The system administrator can also set system policy through the interface.

These policy specifications are recorded in the Policy Specification component and are

used to limit what responses the system implements.
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D. Adaptation of Intrusion Response

The methodology provides response adaptation through two components: the
Interface and Analysis components. The Interface component adapts by modifying the
confidence metric associated with each IDS. After each incident, the system
administrator can indicate whether an incident was an actual attack or a false positive
report. This allows the system over time to a&just the response to an incident based on
the system's confidence in the reporting IDS. Systems that habitually generate false
alarms will result in less severe reﬁponses while systems that accurately detect intrusions
will result in more robust responses.

The Analyéis component also adapts to provide better intrusion response than
non-adaptive systems. As the Analysis component receives additional incident reports,
these reports may lead to reclassification of the attack. If significant changes are
detected, replanning takes place to add additional PTI to the plan. By changing
techniques with the same plan, the system adapts its approach in an attempt to stop the
intruder. Finally, the Analysis component maintains success metrics on PTI. Those plans
and actions that are successful in resolving intrusions are weighted so that they are used

more frequently while those plans and actions that are not as successful are used less

often.

E. Dealing with Uncertainty in Intrusion Response

The methodology addresses the inherent uncertainty of intrusion detection and

response. IDSs are not perfect and will generate false reports. IRSs must adjust the
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response generated té the degree <;f certainty that the response system has that the
intrusion detection report is valid. The confidence metrics, generated by the Interface
components, provide a mechanism for mitigating the effect of uncertainty in IDSs.

The classification of incidents as either a new attack or an ongoing attack is
likewise problematic. Attackers use a variety of techniques for masking their identity
and these techniques are equally effective in foiling the classification of incidents as
either new or an ongoing attack. An IRS must provide adequate protection to the system
if this classification is incorrect by providing a gradual degradation in response
effectiveness. The response to an incident must be sufficient to limit the effectiveness of
the attack even if incorrectly characterized by the Master Analysis component. If
incorrectly classified, the incident report is still forwarded to an Analysis module and the
Analysis module still acts on the intrusive behavior. As such, while there is uncertainty
in the Master Analysis component, this uncertainty does not invalidate the methodology.

The Response Taxonomy component also classifies incidents using several
dimensions that involve uncertainty. Of the six dimensions of the response taxonomy,
the system administrator specifies two dimensions (implications of the attack and
environmental constraints) and these dimensions are assumed to be correct. A third
dimension, timing, is easy to determine and does not involve any uncertainty. The fourth
dimension, strength of suspicion, does involve qncertainty but this uncertainty is
addressed by the confidence metric previously discussed. The number of attacks and the
types of attacks is likewise used to develop the strength of suspicion. The final two

dimensions, type of attacker and type of attack, involve significant uncertainty. The
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classification of type of attacker is dependent on and more difficult than the
classification of a new or ongoing attack in the Master Analysis component. While the
type of attack is founded on a sound theoretical model, there are no specific and
universally accepted rules for attack classification. However, the longer the attacker is in
the system, the more certain the IRS will become of the type of attacker and type of
attack. Initial misclassification of the attacker and type of attack will not prevent the
methodology from responding to the attack.

The response to an intrusion has one of three effects: stop the attacker; slow the
attacker; or no effect. None of the responses in this research assist an attacker in
corrupting a computer system. If the response using a misclassification of the attacker
and/or type of attack stops the attacker, the misclassification had no effect and the issue
of type of attacker and/or type of attack classification uncertainty is mute. If the response
using a misclassification of the attacker/attack slows the attacker, the IRS will gain time
to gather additional information which will lead to a better classification and effectively
defend the computer system until the system administrator can take an active role in the
defense of the system. In short, as long as the IRS stops or slows the attacker, the system
is functioning properly.

If the response to the intrusion has no effect, then the proposed IRS has failed
and uncertainty in the Response Taxonomy component may be factor. However, as soon
as a new report is received, the response toolkit reevaluates the ongoing plan to

determine its success. While there is uncertainty, this uncertainty is minimized as the

system adapts it's plan of response.
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The plan and tactics generated to respond to an attack will not be perfect and
there will be some uncertainty as to which plan or tactic will be appropriate for a given
response goal. The success metrics, generated by the Analysis component, and the

reevaluation of the success of the plan after each report, provide mechanisms for limiting

the effect of uncertainty in plan and tactics generation.
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CHAPTER IV

IMPLEMENTATION

A. Introduction

In order to demonstrate the efficacy of this methodology it was necessary to

implement a prototype based upon the design described in Chapter III. This chapter
| describes the implemented prototype. Each module of the methodology is described
below. The Master Analysis, Analysis, and Taxonomy agent are the key components of

this prototype and are discussed in great detail. The prototype components are depicted

in Figure 17.

B. Implementation Overview

The system approach adopted in designing the agents was to opt for simplicity.
The system has been designed to reduce the complexity of each agent and thus reduce
the amount of information needed to perform a given task. Since each agent requires
oniy a small amount of information, the communication between the agents is limited.

Thus, the procedural-based approach using Java to perform all inter-agent

communications is employed in this system.
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This prototype is written in Java 1.2 and utilizes a Microsoft Access database for
scenario and long-term system parameter storage. Special care was taken to isolate the
scenario and IDS components of the system from the long-term system parameter
storage so that future versions of AAIR could be linked to real instead of simulated IDSs

and the system would continue to function correctly.

C. Intrusion Detection System Agent(s)

The intrusion detection systems in this prototype are simulated and are

represented as Java threads. When the user loads a scenario from the AAIR Graphical

Response Toolkit

Intrusion Detection

System
Policy
Interface Specification
Master Response
Analysis ~ Taxonomy
| : l
—»  Analysis «

Figure 17: AAIR Prototype System
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User Interface (GUI), all of the events in the simulation are loaded into an event list. A
check is made for each event on the list to determine if the IDS detects that event. A
second event list is built for each IDS containing only detected events using the IDS
confidence. These detected events are the events that will drive the scenario.
Additionally, as each intrusion detection system is created, it creates an associated
interface agent to act as ité buffer into the rest of the system. When the scenario is run,
the IDS steps through its detected events list and forwards detected events to its interface
agent.

Several IDS events are displayed in the user interface. Under the scenario
information, the IDS detected events and the actual events in the scenario are displayed.
As each event is clicked on, it is parsed into its component parts and displayed in the
right text pane under pérarneter explanation. As the scenario runs, the IDS activity sub-
tree is updated to depict events such as IDS agent creation and reports being sent to the

appropriate Interface agents (Figure 18).

D. Interface Agents

The Interface agents (IA) handle communications with different intrusion
detection systems (IDS) by parsing the incident report into component parts and
maintain a model of each IDS based on the IDS confidence metric. The IDS confidence

- metric is the percentage of times the IDS has detected an intrusion previously to the total

number of events. Each incident report has the following components:
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= Date/Time: The date and time of the incident report indicate when the
intrusion was detected. This information is used by the Master Analysis
agent to determine if the incident is part of an ongoing attack and to trim
event histories that are passed to each Analysis agent.
= ]P Address/Username/Process: The IP address, username, and process ID
help AAIR identify the intruder. This information is used by the Master
Analysis agent and Analysis agents for their internal metrics.
» Incident Title/Summary: The incident title and summary display the IDS
classification of the intrusion and any supplemental information that the
IDS has on the attack. This information is used by the Master Analysis
and Response Taxonomy agents for their internal metrics.
=  Whether the User is still on the System: Each incident report also has
whether the user is still on the system. This information is used by the
Response Taxonomy agent in weighting various PTL
Each IA runs as a separate thread. The amount of delay between processing
events for the entire system is controlled through the IA sleep function. The user can
modify the simulation speed by setting the scenario delay under the menu item Scenario-
Scenario Delay or through its shortcut key Alt-D. The default value is to process an
event every 100 milliseconds although the user can select a value between 100
milliseconds and 5 seconds.
Several IA events are depicted in the AAIR GUI (Figure 19). Under system

information, the IDS confidence metric is displayed and color coded according to the
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previous success of the IDS. The confidence metric can be modified by the user after
the scenario loads through the menu item Adaptation-Update IDS Confidence Metric or
its shortcut key Alt-C. The color-code thresholds can likewise be modified through the
menu item Options-Set Tree Color Options. This allows users to customize the user
interface. As each IDS is clicked on, it is parsed into its component parts and displayed

in the right text pane under parameter explanation.

E. Master Analysis Agent

The Master Analysis (MA) agent classifies events as either part of an ongoing
attack or as a new attack. To make this determination, the MA agent maintains an event

list history for each Analysis agent and uses three internal metrics: time metric, session

identifier metric, and attack type metric.

1. Event List History

The MA agent maintains an event history list for each Analysis agent (AA).
While it was initially envisioned that this functionality would be provided by each AA, it
became apparent that the MA agent had to have that functionality to complete its task.
As such, the MA agent adds and deletes events from event lists. Events are added if the
MA. agent determines that the received report is a .centinuatien of an ongoing attack.
Events are removed when they are older than the incident longevity limit. The incident

longevity is set by the system administrator and can be adjusted through the AAIR GUI

menu Options-Set Incident Longevity.
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2. Time Metric

The time metric evaluates the amount of time between the last received incident
report for each Analysis agent and the current report. Time is classified as short, medium
or long. If the difference between the two times is less than 10 minutes, then the time
metric is set to short. If the difference is more than 10 minutes but less than 60 minutes,
then the time metric is set to medium. If the time metric is longer than 60 minutes, then

the time metric is set to long.

3. Session Identifier Metric

The session identifier metric looks at the IP address and user name to determine
if the session information supports classifying the new report as either the continuation
of an old attack or a new attack (See Table 4). The session identifier is classified as low,
medium, or high and is a combination of the IP address and user name metrics. The IP
address metric returns high if the IP address is the same. It returns medium if the IP
addresses are different but part of the same subnet. It returns low if the IP addresses are
from completely different networks. The user name metric returns high if the user name

is the same on the two reports or low if the user name is different on the two reports. The

Table 4: Session Identifier Decision Table

Session Identifier | User _ Result
High High High
High Low Medium
Medium High High
Medium Low Medium
Low High Medium
Low Low Low
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Table 5: Master Analysis Agent Decision Table

Time Session Identifier | Attack | Result
Short High High Same
Short High Low Same
Short Medium High Same
Short Medium Low Same
Short Low High Same
Short Low Low | Different

Medium High High Same

Medium High Low Same

Medium Medium High Same

Medium Medium Low Same

Medium Low High Same

Medium Low Low Different
Long High High Same
Long High Low | Different

Long Medium High Same
Long Medium Low | Different
Long Low High | Different
Long Low Low | Different

decision table for the session identifier metric is listed in Table 4 and the Master

Analysis Decision Table is listed in Table 5.

4. Attack Type Metric

The attack type metric looks at the process initiating the attack and returns high if

the attacking process is the same in the two incident reports or low if it is not.

5. Cumulative MA Decision-Making
The cumulative decision table is listed in Table 5. To determine the appropriate

results for this classification, a survey of approximately ten security experts at Texas
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-~ A&M and the United States Military Academy was conducted. The classifications were

consistent so that a larger survey size was deemed unnecessary.

6. MA GUI

Several MA events are displayed in the AAIR GUI (Figure 20). As each report is
received, it is classified as either an ongoing attack or new attack and the internal metrics
(time, IP, user, and attack type) decisions are displayed. This allows the system

administrator to easily trace decisions made by the MA agent.

F. Analysis Agent

The Analysis agent (AA) builds and implements a response plan. To build this
plan, the AA takes the classification and incident report from the MA agent and invokes
the Response Taxonomy and Policy Specification agents. It takes the classification and
constraints from these agents and then uses its own internal logic to build the plan. This
process is event-driven and the catalyst is the reception of an incident report. There are
two possible scenarios: no plan exists and a new plan must be built; or, a plan exists and

it must be checked for success and possible adaptation.

1. New Plan Generation
If the AA has not previously developed a respense plan, it must devise one from
scratch. It builds a new plan by initializing a plan array, applying policy constraints,

setting response taxonomy weights, determining system response goal weights, building

a tentative plan, and building a final plan. Each of these steps is discussed below.
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a) Applying Policy Constraints: After initializing a plan array, a pointer to the
array is passed to the Policy Agent. The Policy Array adds the policy constraints
to the array and passes control back to the AA. At this point, the plan is

constrained but no weightings have been applied.

b) Setting Response Taxonomy Weights: The Response Taxonomy agent takes
incident report and classifies the attack. The details of how the report is classified
are discussed in Section G below. The constrained plan is then weighted to

reflect the response taxonomy classification.

¢) Determining System Response Goal Weights: As discussed in Chapter III
section C.4, the system response goal fundamentally affects which PTI are
preferred. The response goal array is loaded with a weighting factor based on the
response goal set by the system administrator. The weight matrix can be found in

Appendix D.

d) Building a Tentative Plan: The tentative plan lists all of the PTI that are viable

for the plan. It makes this determination using the following formula:

TentPlanfi] = ((PTIArray[i] + ResponseWeights[i])/2)*success
where PTIArray[i] contains the policy constraints and response taxonomy
weights, ResponseWeights[i] contains the response goal weights, and success is
the previous success of that PTL The result is an array, the tentative plan, with

values between 0 and 1. The higher the value, the more appropriate the PTI is for
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the current situation. Each PTI is then checked for inclusion in the plan by rolling
a random number. If the PTI value is higher then the random number, then it is
viable for possible inclusion in the plan. This makes plan generation
nondeterministic although those PTI that are more appropriate or more successful
have a much higher probability of being in the final plan.

In building a response plan, it is important that the plan attempts to either
slow or stop the intruder. Regardless of the attack, AAIR should notify the
system administrator that the system is being attacked. Using the procedures
listed above, it is possible that these plan steps are not viable due to the use of
random numbers. As such, the tentative plan is checked to make sure that either
the slow attack or stop attack plan step is viable and that the notify system
administrator plan step is viable. The AA also checks to make sure that at least
one supporting tactic and implementation for these plan steps is selected (See
Appendix B and C for supporting tactics/implementations). The end result is a

tentative plan that lists all of the PTI that are viable for the plan.

¢) Building a Final Plan: The final plan takes the tentative plan and modifies it to
reflect the relationships between PTI and reflect system criticality into the
response (See Figure 21). While the tentative plan lists all viable PTI, it does not
take into account the relationships between PTI. For éxample, the tentative plan
may list the "gather evidence" plan step as being viable but there are no
supporting tactics or implementations that support this plan step. The final plan

reflects these relationships by recursively checking each viable plan step to make
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sure that it is supported by at least one underlying tactic and implementation.
Those plan steps that are not supported are removed from the final plan.
Additionally, the shut down host tactic and implementation are removed from the
final plan if it had been selected as viable. Shutting down the host is a last resort

tactic that should not be deployed if there are other viable tactics.

The final plan also incorporates system criticality through a "hard/soft"
shell approach. Critical systems require a hard shell approach where a large
number of PTI are deployed initially to protect the system. The system is critical
and the response system is going to deploy most or all of the viable PTI to -
protect the system. For lower priority systems, a "softer" shell can be employed
to protect the system. If these initial measures fail, the plan can be adapted to
strengthen the defense shell. Table 6 lists the relationship between system
criticality and the percentage of viable PTI deployed. The tentative and final plan
are added to the plan history for future use in plan adaptation if adaptation is
required. Th¢ tentative plan and final plan are displayed in the user interface so

that the system administrator can review response plans.

Table 6: Relationship between System Criticality and PTI Deployment

System Criticality | Percent of PTI initially deployed
Low 0-25%

Medium 25-50%

High 50-75%

Critical 80-100%
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2. Plan Adaptation

If there is an existing plan, the AA checks for plan success and significant
changes in the environment. If there is a failure in the existing plan or significant
changes in the environment, then the AA attempts to adapt the plan. Each of these

situations is discussed below.

a) Plan Success: Each plan that is received is checked for plan success. The
previous plan is loaded from the plan history and each implementation in the plan
is checked for success by comparing its success to a random number. If the
implementation's success is greater than the random number, then the
implementation succeeded. If it is lower, then the implementation has failed and

the plan has failed at least in part. Plan failure results in plan adaptation.

Plan adaptation starts at the implementation level and works up to the plan step
level. Each failed implementation is checked to determine if there is an alternate
implementation that has not previously failed and is not already in the pIém. If
there is an alternate implementation that is already in the plan, the failed
implementation is simply removed from the plan. If there is a viable alternate
implementation, it is added to the plan and the failed implementation is removed

- from the plan. If there is no viable alternative, the failed implementation and its

tactic are removed from the plan.
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If there is a failure at the tactics level, each of the plan steps are checked to
ensure that they are still viable. If there has been a failure at the plan step level, a
significant change has taken place and the AA develops a new plan, based on the
old plan to remedy failures in the old plan. If all other tactics have failed, the AA
instructs the response toolkit to shut down the host until the system administrator

can take an active role in the defense of the system.

b) Significant Changes: If the previous plan succeeds, the AA checks to see if
significant changes have occurred that may require adaptation. The AA builds a
new plan based on the new incident report (See Séction F.1 above) and then
compares the new plan to the existing plan looking for significant changes in the
tentative plans at the plan step or tactics level. A significant change is defined as
a change of 0.3 or more in value. If a significant change is detected and the plan
step or tactic is not in the existing plan already, the AA attempts to add the new
plan step or tactic to the plan by checking for supporting tactics and

implementations in the case of adding a plan step, or checking for supporting

plan steps and implementations in the case of adding a tactic.




89

aptive ﬁgentseé Inmsion Response System

& Generals incidentaport 0.93
P i~ & Temminde User Session 035
i B SIAN Black eportreceved.

S-SV M1 Gold ogo receied,

- # Chetking Plan Suctass

-4 Plan Falld ateast n par- modthing pa.

=& No Allemalie Implamentzion Avallable
}t Tesminate User Sessian Taclic Remased
i+ Bl Modified Plen
. ESiPnStp
- & Gaher Edenca 0.5
- SlowAllack 0.47
-~ # (D Mffectod Fles: D61
i -4 NofySx 098
o B8Tades
- & Mddlional Logging Tactc: 0.95
- # Enable Addifonal 105 06
: -9 Qeneratearsport 036
-84 Implermentation

-4 Employ DS Black 05

- 4§ Generaleineidentreport 693
EAM1 Black eportrecebed.
-~ & Checking Plan Success
¥ Plan Falled atleastn part- morkfing plan..
& (05 Black has falles
i1 e Adaptaton Sutsess stimpementaton Lewe
¢ = 108 Gold Substivied for 03 Black
: © B £AWodifed Plan
P B-1Pnsep

L- & GalhorEvidence; 045
-0 SowAtack 047
-9 1D Afected Fles: 051
. -4 NotiyS 088

Eo B Tades
P -C Addtional Logging Tache 035
~# Enable Addfonal DG 05
4 Gonersle areport 096

&£ Implementafion

-4 Employ 08 Gold:0.45
4§ Generafeincidentrepot 1.3
1 Gold repor received

& Teminate User Sesslonimplementation has failad

£~ Enabe atdtional oggng mplmentafor 09

i-# Enable addinal Logging mplementato: 09

|Scenario Information

. : The selacled stenaria s Canerc sudo § atack This is a sixinidertraportscenario wil wo aacks foma
; single user. ltis atwo day SUDO Allack fiom user carerc,

§ Parameter Explanation

The Addiiond Logging Tacigaliows MRS to increase the degree oflogging suihat additonal information is

: tecorded duing an atfack Thire is a single implemendation, addonal logging or ealtzing s acki. Tis tari
Sumports the plan sleps gahd evidense and identfy potentially damaged fles,

1| How do | Change thg
1| You camatchange hisrfonfeton. Ths formaton s read ny.

Whatto do now?

i1 1. Examing he Actuaf Events i SysternInformaton flders Aferyou have selecled a scenario, AARS
1 pogulates the Actual Events sbbolderwithhe scenarioeverts thatwil oscur AARS alsofoads the System older
(1 i e sysem configuraton

0 You can modty system corauraton using tha Oplions and Adaptation menus. Yol cannat odfythe acual

f lmgmrumneseenaiutsetecllngmmuﬁemscenamrkmstenamwsé?tsshertcumy?ém).me

- | other ree subflders ofthis sfenario (illacks, Afack Summty, Detected Inidenls) will be populated with the
] resulsofthe scenarip .

e Plan Failure and Adaptation

Plan Faiture and
[mplementation Adaptation

Figure 22: Plan Adaptation




90

In summary, the AA adapts the plan based on the current situation. If
implementations in the plan fail, the AA attempts to replace the failed implementation
and replans if there are no alternative implementations. If there is a significant change
detected in the environment, the AA also attempts to replan and add new PTI to the plan

to address the change. Figure 22 illustrates plan adaptation in the AA.

G. Response Taxonomy Agent

The Response Taxonomy (RT) agent classifies an incident to form the basis of a
response plan. This classification is expressed as an array of PTI with corresponding
weights. The weights are expressed as a number between 0.0 and 1.0. In performing this
classification, the RT agent must determine the degree of suspicion, the time of attack,
the type of attacker, the type of attack, and the attac:i( implications. Time of attack and
degree of suspicion are constraint criteria that remove PTI from possible inclusion in the
plan. Type of attacker, type of attack, and attack implications are evaluative criteria that
weight the PTI in terms of their suitability to the current situation. The array of PTI
returned to the AA contains the average of the evaluative criteria with all constrained
PTI removed from consideration. Each of these response taxonomy dimensions is

discussed below in terms of how they are implemented in the prototype.

1. Degree of Suspicion

The degree of suspicion is determined with two metrics: incident count metric

and incident type count metric. The incident count metric is a count of the incident
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reports that a particular AA has received. The more incident reports received, the greater
the suspicion that the system is under an attack. The incident type count metric is a count
of the different type of attacks on a system and like the incident count metric, the more
types of attacks received, the greater the degree of suspicion. Both metrics return a
number between 0.0 and 1.0. The formula for both metrics is:
| incidentmetric = min(count/5, 1. 0)
If either metric equals 1.0, then the suspicion is 1.0. Otherwise, the following formula is
used: |
Suspicion = confidence(incidentcount + typecount)/2

The suspicion metric is then used to constrain PTI. When the suspicion level is
low, for example, twenty-four PTI are constrained so that they are not viable. When the
suspicion level is high, no PTI are constrained. The complete suspicion metric table is

listed in Appendix E.

2. Time of Attack

The time of attack metric is also used to constrain PTI. Certain PTI are not viable
depending on when the attack occurred. For example, terminating a user session does not
make sense after the user has left the system. The time of attack constraint table is listed

in Appendix F.

3. Type of Attacker

- The type of attacker metric classifies the attacker as either a novice or an expert

and whether the attacker is launching a manual attack or an automated attack. To make
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these classifications, four metrics are employed. For human or automated, this method
looks at the number of attacks as well as script attack patterns. If more than six incident
reports are generated in less than a minute, then the attacker is classified as an autamatéd
attacker. Otherwise, the attacker is classified as a manual attacker. The script attack
pattern method is not impieménted in this prototype but should be a component in future
prototypes.

For the classification of novice or expert, the system looks at the type of attack
being used as well as the number of different attacks employed. Certain types of attacks
are indicative of an expert attacker due to the complexity of the attack [36].
Additionally, experts can adapt their tactics to compromise a system and ’this will
increase the number of different types of attacks.

Based én these four metrics, AAIR classifies the attacker as novice-automated,
novice-human, expert-automated, or expert-manual. Based on that classification,

different evaluative weights are assigned to each PTL The complete type of attacker

table is listed in Appendix G.

4. Type of Attack

The type of attack metric classifies the type of attack according to the Lindqvist
intrgsion result taxonomy [36]. There is a mapping between the incident title and the
Lindqvist taxonomy classification. Different classifications result in different evaluative

weights being applied to each PTL The complete type of attack table is listed in

Appendix H.
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5. Attack Implications
The attack implications metric uses the criticality of the system to weight various
responses. The system administrator sets the attack implications and then the TA does a

table lookup. The complete attack implications table is listed in Appendix I.

H. Policy Specification

The Policy Agent (PA) records and applies policy and environmental constraints.
The system administrator can set system constraints through the AAIR GUI using menu
item Options-Response Constraints-Policy Constraints or its shortcut key Alt-Z (See
Figure 23). Constraints can also be specified as a component of a scenario (discussed
below). Constraints are set in the tentative plan array and remove the affected PTI for

future consideration as a plan component.

L. Response Toolkit

The response toolkit executes implementations and monitors the success or
failure of the implementations. This component is simulated. No implementations are
actually executed. The success of the implementations is simulated through a random
number generator that compares the random number with the success metric of a PTL If
the success metric is higher than the random number, then the PTI is deemed successful.
In making this determination, only implementations are checked for success as plan

steps and tactics are accomplished through implementations.
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J. System Administrator Interface

The system administrator interface allows the user to load and execute scenarios
and monitor the AAIR response to scenario (See Figure 24). 1t consists of five principal
components: a response tree, a menuing system, the main text pane, a status bar, and a

progress bar. Each of these components are discussed below.

1. Response Tree

The response tree displays results of the response system. It is divided into three

subtrees: scenario information, system information, and system activity.

a) Scenario Information: The scenario information subtree lists all scenario

events as well as those that are detected by the IDSs in the scenario.

b) Systerﬁ Information: The system information subtree lists the system
configuration for the scenario. This includes the system goal, incident longevity,
attack implications, response constraints, IDS confidence metrics, and the PTI
success metrics. The confidence and success metrics are color-coded red, yellow,
or green according to the degree of previous success. The user can change the
color code thresholds through the menu item Options-Set Tree Color Options and
then clicking on a node in the tree. The user can also change any of the

information in the system information subtree through the menu to tailor the

scenario loaded.
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¢) System Activity: The system activity subtree depicts the actual running of the
system (See Figure 24). The IDS, interface agents, master analysis agent,
analysis agents, taxonomy agent, and policy agent all have folders that display
the internal operations 'of the system. The results of all of the metrics previously

mentioned are displayed so that the system administrator can trace the actions of

the response system.

2. Menuing System

The AAIR meniling system provides access to all of the response system's
functions. Users can open, edit and run scenarios and watch AAIR response to incident
reports. Menu items have popup help associated with them so that if the user hovers his
mouse over the menu item, a short description of menu item's functionality is displayed
in a popup window. The most commonly used menu items have shortcut or accelerator

keys assigned to them to facilitate rapid manipulation of the system.

3. Main Text Pane
The main text pane provides detailed information on the tree node selected. It
consists of four components: scenario information; parameter explanation; how do I

change this; and, what to do now.

a) Scenario Information: This section of the main text pane displays a short

description of the loaded scenario. If no scenario is loaded, the scenario

information indicates no scenario has been loaded.
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b) Parameter Explanation: Each node in the response tree has an associated
explanation so that when the user clicks on a node, an explanation of the node

contents is displayed under parameter explanation.

¢) How Do I Change This: If the selected node's information can be changed,

this portion of the main text pane displays the procedures for changing the node's

information.

d) What to Do Now: This portion of the main text pane displays what the user
should do next. If a scenario is not loaded, the system displays how to load a
scenario. If a scenario is loaded but has not been run, the system displays how to
change the scenario parameters and how to run a scenario. The advice provided
is node sensitive so that as the user changes nodes in the response tree, the advice

provided changes.

4. Status Bar

The status bar provides immediate feedback to the user as the system executes

and key events occur.

5. Progress Bar

The progress bar provides a graphical representation of the system's progress in

completing a task. This is primarily used to indicate progress in running a scenario.
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K. Scenario Management

Scenarios are a collection of incident reports and a system configuration that
allow the user to see AAIR in action. Scenarios are stored in a series of Microsoft
Access tables. The incident reports are loaded into internal AAIR tables and drive the
IDSs. The system configuration consists of IDS confidence metrics, PTI success metrics,
and constraints as well as system parameters such as the response goal and incident

longevity. Approximately four hundred variables must be loaded for each scenario run.

L. Summary

The prototype system includes a response taxonomy and implements the
proposed adaptive intrusion response methodology. The Interface Agents receive
incident reports and forward those reports along with a confidence metric to the Master
Analysis Agent. The Master Analysis Agent classifies the incident as a new attack or as
part of an ongoing attack and forwards the incident report to the appropriate Analysis
Agent. The Analysis Agent builds a response plan to handle new attacks or adapts
existing plans if the incident is part of an ongoing attack. In devising plans, the Analysis
Agent invokes the Response Taxonomy Agent and Policy Agent. The prototype agents
use a combination of fuzzy rule-bases, crisp rule-bases, and utility functions to make

decisions and respond effectively to intrusions. The attached CD-ROM contains the

code for the prototype system as well is a user's manual.
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CHAPTER V

RESULTS

A. Introduction

This chapter describes the results of this research. Five domain experts were
shown the prototype and their feedback was used to evaluate the methodology and

taxonomy. The process used is described below as well as the results.

B. Comparison to Other Systems

There are no exi#ting systems with the capabilities implemented in AAIR. As
discussed in Chapter II, there are no systems that provide adaptive response or that
implement a response taxonomy. Current response systems provide a static defense with
all response adaptation provided by the system administrator. Since there are no existing

systems with which to compare the methodology in this research, an alternate method of

evaluation was used.
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C. Experiments

As discussed in Chapter IV, a prototype system was built to demonstrate the
feasibility of the methodology. Once the prototype was completed, several experiments
were conducted with the purpose of verification and validation. These experiments were
implemented as scenarios. In all these experiments, 1-3 attackers were simulated
attacking a single system that employed two IDSs to protect the system.

| The first set of experiments involved testing the classification of attacks as an
ongoing or new attack. Twelve scenarios representing attacks by one, two and three
different attackers were conducted. The length of each attack was also varied from three
incident reports to twenty incident reports with the system performing as expected and
classifying the attacks correctly.

The second set of experiments tested the plan generation portion of the system. A
series of scenarios were developed in which the system developed a response plan.
These scenarios varied from simple repeated SUDO attempts to sophisticated attacks
that consisted of three different ongoing attacks each employing multiple attack
techniques. The security experts examined the situation and the response plan and
universally confirmed that the response plan was viable and appropriate.

The third set of experiments involved testing the adaptive nature of the system. A
series of scenarios were developed in which the system had to adapt due to plan failures.
These plan failures required adaptation at the tactics and implementation level as well as

adaptation based on significant changes in the environment. The security experts
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examined the situation and the resultant system adaptation and again concluded that the

adaptation was viable and appropriate.

D. Verification

Verification is the process of ensuring that the system performs as designed ("Is
the code correct?") based on software engineering specifications. This is essentially an
issue of software writing and testing. Does the code do what the designer wanted it to
do? Techniques for verifying a system include [47]:

®* Write and debug the program in subprograms or modules.
* Have multiple external people review the programming.
* Run the program under a variety of inputs and see if the output is
reasonable.
* Use an interactive debugger or print out program traces to ensure each
component of the system performs correctly.
* Run the system under simplifying assumptions.
* Examine animations of the program output.
Banks, et al., provide a similar list [48]. However, Banks recommends a graphical
interface for accomplishing verification and validation due to its usefulness as a form of
self-documentation.

Four of the previously mentioned techniques were employed in the verification ‘

of AAIR. Modular programming using an object-oriented approach facilitated the

development of small, easily verifiable system components. Objects could be isolated
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and tested so that the functionality of each object could be verified independently of the
other objects in the system. Verification was also accomplished by having two external
programmers and security experts examine the program code. This periodic review of
code by subject area experts who were fluent in Java, in many cases, led to significant
enhancements to the program and verification that the program was working as designed
and was correct.

The two remaining verification techniques employed running the program under
a variety of input parameters to check if the output was reasonable and by animated
traces of program execution. By running the program using a variety of input
parameters, boundary éonditions could be checked and verified. By having security
experts check system output under a variety of situations and conclude the system output
is reasonable, the overall correctness of the system can be verified. Finally, the contents
of the system activity subtree in the AAIR GUI represents a very detailed and extensive
trace of the system. All of the internal metrics are visible and the user can easily confirm
that the system is working as designed and specified.

Given the reliance of AAIR on crisp rule bases, testing these rule bases was
critical to the verification of the entire system. Fortunately, the crisp rule bases were
small. Several test cases were built. The facts that corresponded to these test cases were
asserted into the rule basé. The output of the crisp rule base was compared to the known
correct answer for the test case. Testing was conducted of the rule bases in the MA

agent, AA, and TA. The various agents and their associated rule bases performed as

specified.
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E. Validation

Validation is the process of ensuring that the program ‘selves the desired problem.
Unlike verification, validation is used to determine whether the designed system is
useful to the target consumer. Validity is also used to decide whether the system
provides answers that “make sense” or are useful to human experts. Validation was
done via extensive testing and experimentation, based on input from security experts.
Law and Kelton provide a three-step approach for providing validation [47]:
* Face validity
. Test the assumptions of the system empirically
* Determine how representative the output data is
Due to lack of systems with which to compare the proposed methodology, the
principal method of system validation was face validity. Face validity was obtained by

placing security experts in front of the system and collecting their assessment of how

well the system performed.

1. Validation of the Master Analysis Agent

The validity of the MA agent was demonstrated by prototype system AAIR and
the first experiment on the prototype system. Given an incident report, the MA agent
correctly classified the incident either as a new attack or as part of an ongoing attack.
The sub-metrics internal to the MA agent performed as expected and were validated by

the security experts. These experts also validated that the classification was useful in

forming a response plan.
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2. Validation of the Analysis Agent

The validity of the AA was demonstrated by the prototype system and the second
and third experiment. Given a set of incident reports, the AA develops a response plan
and then intelligently adapts that plan as the situation changes. When a plan component
failed, the AA removed the failed PTI and either substituted an alternate implementation
or replanned at the tactics level. If there is a significant change in the environment, the
AA adapts the plan by adding the appropriate PTL. The AA solves the real-world

problem of adaptively responding to an intrusion.

3. Validation of the Response Taxonomy
The validity of the TA was demonstrated by the prototype system and the second
and third experiment. The success of the AA is dependent on the success of the TA in

weighting the various PTI given a situation. The AA cannot succeed if the TA fails.

Given that the AA is valid, it follows that the TA must likewise be valid.
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CHAPTER VI

SUMMARY AND CONCLUSIONS

A. Summary

The purpose of this research was to develop a taxonomy and methodology for
intrusion response. The taxonomy provides a theoretical foundation for the consistent
classification of intrusion incidents and the selection of intrusion response goals. The
methodology provides an adaptive approach for providing intrusion response that
significantly extends the state of the art in intrusion response. The méthadelegy replaces
the limited decision tables found in most IRSs with a robust and explicit reasoning
mechanism that adapts over time to provide better intrusion response.

The implemented prototype demonstrates that the overall methodology is sound.
During an attack, the AAIR system effectively responds to an incident by developing a
response goal, developing a plan to obtain that response goal, and implementing that
plan. AAIR adapted the plan over the course of the incident based on the success or
failure of the initial plan. The system also effectively adapted responses over the long
terrﬁs based on the confidence and success metrics maintained by the system. The testing

of this system indicates that AAIR is working as designed and implemented.
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B. Significance of Research

The principle contribution of this research is to provide a taxonomy and

methodology for intrusion response. This research addressed a number of important

issues:

The development of an intrusion response taxonomy. This research significantly
extends previous security response taxonomies to include a number of new
taxonomy dimensions such as type of attacker, type of attack, and environmental
constraints. The taxonomy provides the theoretical infrastructure necessary for
any intrusion response system.

The development of an intrusion response methodology with explicit reasoning
mechanisms. This research significantly extends previous intrusion response
systems by providing a sound methodology for reasoning and responding to
intrusions. Instead of using limited decision tables, the AAIR methodology
provides a cognitive framework for responding coherently and adaptively to
intrusions.

Response adaptation to intrusive behavior. The system adapts over time to
provide better responses by modeling associated intrusion detection systems and

the success and failures of plans and tactics. As attackers change their

~ exploitation techniques, the response systems adapts so that it can better thwart

their attacks.

The overall benefit of this research is to provide a foundation on which other intrusion

response systems can be built. This methodology will support automatic, adaptive
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intrusion response that will limit the effectiveness of computer attackers. The
implemented prototype demonstrates the feasibility of this approach. Given a production
system with the capabilities of the prototype system, a system administrator will be more

effective in defending a computer system from attack.

C. Future Work

The prototype AAIR was never intended to be a commercial system. It was
intended to demonstrate the feasibility of the overall methodology. The area of
automatic intrusion response is an emerging research area that will require extensive

research. As such, there are areas of future work to be explored in the AAIR prototype.

1. Development of the Response Toolkit

The prototype did not implement the response toolkit as the actual responses
were not critical to an evaluation of the methodology. However, the implementation of a
modular response toolkit would provide a suite of response tools that could be used by
system administrators, IDSs, and IRSs. It would facilitate the inclusion of both manual
and automatic intrusion response capabilities in future security tools and provide a
standard implementation for responding to attacks. This would be an outstanding

Master's degree project or thesis.

2. Interface Agents
Maintaining multiple confidence metrics on the same IDS instead of a single

metric should enhance the accuracy of the IDS models within the interface agents (See
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Figure 25: Enhanced Interface Agent Architecture

Figure 25). For example, an IDS may provide excellent detection of buffer-overflow
attacks and poor detection of race condition attacks. This increase in model granularity
may be worth the performance and complexity cost of implementing and maintaining
multiple confidence metrics. Additional research is necessary.

The interface agent is an obvious, high priority attack candidate. If the interface
agents stop functioning, the system cannot respond to computer attacks. Adding

redundant interface agents to the same IDS such as indicated in Figure 25 would

enhance the survivability of the response system.




3. Network Support

110

The methodology provides an intrusion response system for a single computei'

system. A distributed IRS system would offer significant advantages. Agent components

of the system could be mobile and move from system to system thus enhancing their

survivability. Intrusion responses could be coordinated across multiple systems so that

the attacked system was not necessarily the system to enact the response. Dedicated and

hardened "bastion systems" could respond to attacks thus drawing future attacks to

themselves instead of computing systems. Network support is the next logical step in the

research of IRSs.

The methddoiogy could provide network support with the following

modifications (See Figure 26). Each computing system would require a coordination
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agent to handle communications with the response component of other systems.
Response systems would be organized hierarchically in a three-tier architecture system
with subnet, network and institutional response systems. The response to an intrusion is
performed at the lowest applicable level while information sharing occurs at all levels to
ensure that all components of the response system are aware of ongoing incidents. The
functionality internal to each response system (subnet, network, and institutional) would
remain as in this dissertation with the exception that a subordinate system may be

directed to implement a response from a response system higher in the response

hierarchy.

4. Agent Protection

Any IRS is a primary attack candidate. If an attacker can corrupt the response
system, he or she has a perfect vehicle for attacking other systems. This prototype did
not address this issue. Future response systems should incorporate internal protection
mechanisms so that the response system cannot be compromised. An authorization and
authentication infrastructure based on public key technology such as the one currently
being researched by Humphries [49] appears to be promising for addressing the issue of

agent protection in intrusion response systems.

5. Better User Interface
While the user interface is adequate for a prototype, user interface design for an
IRS is an area of future research. The interface of a real-time system is a fundamental

determinant of the system's effectiveness. The interface must be intuitive, easy to use,




112

and powerful. It must present the right informatioﬁ at the right time for the system
administrator to effectively monitor and affect an ongoing attack. The system
administrator must be able to rapidly assess what actions the response system has taken,
what responses are currently being implemented, the effectiveness of these actions. The
system administrator should be able to quickly choose a mix of manual and automatic
responses to a system with the system adapting based on the user decisions. After an
attack, the system administrator must be able to assess the damage to the attacked system
from the same interface. The system administrator must be able to rapidly select the
degree of detail necessary to make decisions. This information presentation ranges from
the abstract to the specific. Reporting and long-term analysis of intrusion responses is
similarly a necessary component. While the current interface is not ineffective, further

work is necessary to fine-tune the efficacy of this component.

6. Long-term Adaptation to Known Attackers
The methodology provides adaptive intrusion response throughout a session. It does not
provide, however, for the maintenance of state information and attack signatures of
known attackers. By maintaining this information, the analysis agent could tailor its

response plan to the attacker and provide an implementation mechanism for a long-term

plan to detect and defeat known attackers.
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AAFID v [50-53]
ACME! v [54-56]
AFJ v |V v 157
AID v [58, 59]
ARMD v v [60]
ASAX v [61-63]
AudES v [64]
Audit v v [65]
BlackICE v | v v [66]
Bro v iV [67]
CMDS1 v | v [68]
CMDS2 v | v [69]
CSM v | v v v [19, 20]
CyberCop v | v [70, 71]
DIDS v v [72]
Discovery v [65]
DPEM v [17, 73, 74]
Dragon v [75]
Emerald v v | [21,27]
FW-1 v [76]
GASSATA v [77]
GrIDS v [78, 79]
| Haystack v A [80]
Hummingbird v v [81, 82]
Hyperview v [83, 84]
IDA v v [85, 86]
IDAMN A% [87]
IDES v |V [65, 88, 89]
IDIOT v v [14, 34, 90]

124




System o "
Q1= ol 9

& |E|lz EFSES &

“ |<|SEZ|ZEL| S
INSA v | v v v [91]
Intruder Alert v | v v [92]
ISM v [93]
ISOA v v [94]
JiNao v | v v [23]
Kane Security Monitor v |V [95]
MIDAS v [65]
NADIR v v [96, 97]
NERD v [98]
NetRanger v |V v v [99]
NetSTAT v |V v [25, 26]
NIDES v | v [100]
NIDX v | v v [101]
NSM v | v [102, 103]
PréCis v |V [104]
RealSecure v |V v [105]
Retriever v |V [106]
SAINT v [107]
SecureNet Pro v | v v [108]
Snort v | v [109]
STAT v v [[110]
SWATCH v v [111]
TIM v [10]
T-Sight v | v v [112]
UNICORN v | v [113]
USTAT v | v v [13, 24]
Wisdom and Sense v
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APPENDIX B

MAPPING BETWEEN PLAN STEPS AND TACTICS

Disable the attacked ports or services
Disconnect from the network

, Gather Evidence Preserve Evidence
Enable additional logging Enable remote logging

Enable process accounting Enable logging to unchangeable media
Enable additional IDS Enable additional IDS

Trace the connection Restrict user activity

Employ honey-pot Create backups

Employ smoke-pot

Contact the servicing ISP
‘ Communicate with Attacker , Social Engineering
Warn the intruder Warn the intruder

Force additional authentication Force additional authentication

L Slow the Attack ; Stop the Attack -

Employ honey-pot Turn off modems

Employ smoke-pot Lock user account

Force additional authentication Suspend user jobs

Restrict user activity Terminate user session

Turn off modems Block IP address

Lock user account Disable the attacked ports or services
Suspend user jobs Shutdown host

Terminate user session Disconnect from the network
Block IP address

Identify Damaged Files : Protect Critical Files
Enable additional logging Create backups
Enable process accounting Employ temporary shadow files
Enable additional IDS
_Notify the System Administrator Attack the attacking system
Generate a report Denial of service attack
Generate an alarm System compromise attack
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APPENDIX C

TACTICS AND IMPLEMENTATIONS

Enable additional logging

Enable remote logging

Enable additional logging

Enable remote logging - machine Gabriel
Enable remote logging - machine Limbo

Enable logging to unchangeable media

Enable additional IDS

“Enable logging to Printer
Enable logging to CD-ROM

Enable an additional IDS - Black
Enable an additional IDS - Gold

Enable process accounting Contact the ISP
Enable process accounting Contact the ISP by Email
Trace the connection Warn the intruder
Reverse DNS Lookup Warn the intruder -Email
Agent-based approach Warn the intruder -Talk
Employ honey-pot Employ smoke-pot

Empioy honey-pot 1 Employ smoke-pot 1

Employ honey-pot 2 Employ smoke-pot 2

Force additional authentication Block IP address

User name and password again

Block IP address - At the host

Ask secret phrase Block IP address - At the router
Lock user account Suspend user jobs
Lock user account Suspend user jobs
Restrict user activity ' ~ Turn off modems
Restrict user activity Turn off modems
Terminate user session Shutdown host
Terminate user session Shutdewn host
Disable the attacked ports or services Create backups
All Ports Cempiete system
Only the attacked port Critical system files

Disconnect from the network

Employ temporary shadow files

Disconnect from the network

Employ temporary shadow files

Generate a report

- Generate an alarm

Generate a report

Generate an alarm - email
Generate an alarm - pager

Generate an alarm - speaker announcement

-_Denial of service attack

System compromise attack

Deniél of service attack SMURF
Denial of service attack Fraggle
Denial of service attack Tribe Flood

System Compromise Attack automountd
System Compromise Attack ping
System Compromise Attack GetAdmin
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APPENDIX D

RESPONSE GOAL CLASSIFICATION MATRIX

The response goal classification table lists the effect of the response goal
classification on the formation of a tentative plan. The response goal is an evaluative
criterion. Cells contain a value between 0.20 and 1.00 representing the importance of a
PTI in obtaining a particular response goal. Notify system administrator is important
regardless of the response goal. Higher values indicate more appropriate PTI.

The reasoning employed in the formulation of this table is as follows.

= Ana}yze Attack: The goal is to gather as much information as possible
during the attack so that it can be analyzed. Those plan steps that
facilitate this goal (gather evidence, preserve evidence, communicate with
the attacker, social engineering) are heavily weighted. Identifying
damaged files is weighted less but still heavily weighted. Attacking
backing and slowing the attack are discouraged while stopping the attack
receives the lowest possible weight.

» Catch Attack: The goal is to identify and catch the attacker so that future
action can be taken against the attacker. Those plan steps that facilitate
this goal (gather evidence and preserve evidence) are heavily weighted.
Slowing the attack, identifying damaged files, and social engineering are
weighted less but still heavily weighted. Communicating with the

attacker, stopping the attack, protecting critical files, and attacking back

are discouraged.
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»  Mask Attack: The goal is mask the attack so that service is not disrupted
and the attack is terminated as soon as possible. Those plan steps that
facilitate fhis goal (stop the attack, protect critical files, and attack back)
are heavily weighted. Gather evidence, communicate with the attacker,
slow the attack, identify damaged files, and social engineering are
weighted less but still heavily weighted. Preserve evidence is
discouraged.

» Maximize Confidentially: The goal is to prevent the disclosure of
information. Those plan steps that facilitate this goal (stop the attack,
identify damaged files, and attack back) are heavily weighted. Gather
evidence, preserve evidence, communicate with the attacker, slow the
attack, protect critical files, and social engineering are weighted less but
still are heavily weighted.

= Maximize Data Integrity: The goal is to prevent the changing of files on
the system so that their integrity is maintained. Tﬁose plan steps that
facilitate this goal (gather evidence, preserve evidence, stop the attack,
protect critical files, and attack back) are heavily weighted. Communicate
with the attacker, slow the attack, and social engineering are weighted
less but are still hcavilj weighted. Identify damaged files is discouraged.

» Minimize Cost: The goal is to minimize the cost of implementing a
response in terms of resources. This goal would be appropriate on a non-

critical system that is routinely rebuilt. Those plan steps that facilitate this
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goal (stop the attack, protect critical system files, attack back and social
engineering) are heavily weighted with attacking back being the highest
weighted response for this goal. All other plan steps are discouraged.
Recover Gracefully: The goal is not to stop the intrusion but to retain the
capability to recover gracefully from any attack with minimal effort.
Those plan steps that facilitate this goal (gather evidence, preserve
evidence, and protect critical files) are heavily weighted. Communicate
with the attacker, slow the attack, stop the attack, and social engineering
is weighted less but still heavily weighted. Attacking back is
discouraged.

Sustain Service: The goal is sustain service during any attack. While this
goal is similar to mask the attack, it is differentiated in that there is no
attempt to stop the attack - providing service is the paramount goal. Those
plan steps that facilitate this goal (slow the attack, protect critical files,
and attack back) are heavily weighted. Gather evidence, communicate
with the attacker, identify damaged files, and social engineering are

weighted less but still heavily weighted. Preserve evidence and stopping

the attack are discouraged.
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APPENDIX E

SUSPICION MATRIX

The suspicion matrix table lists the effect of suspicion on the formation of a
tentative plan. Suspicion is a decision criterion and darkened cells are constrained so that
constrained PTI cannot be a component of an implemented plan.

The reasoning employed in the formulation of this table is as follows:

* Plan Step level: All plan steps are viable under all suspicion levels except
for attacking back and social engineering. Attacking back has significant
implications associated with it. As such, it is only viable when there is a
very high level of belief that the system is under attack. Similarly, social
engineering attempts to manipulate the user into taking certain actions
that likewise have substantial implications although not as significant as
attacking back. As such, it is constrained but not as severely as attacking
back.

» Tactics level: Tactics supporting the plan steps attack back and social
engineering are constrained at the same level as their parent plan step.
Additionally, those tactics that have system-wide implications are
constrained. Shutting down the host and disconnecting from the network
are the most severe tactics and are reserved for only those incidents where
there is a very high degree of suspicion. Disabling ports and turning off

modems are less severe tactics but have system-wide implications as they




138

can lead to the shutdown of services. Finally, blocking IP addresses has
the potential of denying service to valid users in a shared terminal
environment. It is constrained so that there must be an appropriate degree
of suspicion that the system is under attack before this response becomes
viable.

Implementation level: Implementations supporting the plan steps attack
back and social engineering are constrained at the same level as their
parent plan step. Implementations supporting the tactics shutdown host,
disconnect from the network, turn off modems, disable attacked ports,
and block IP addresses are constrained at the same level as their parent
tactic. Additionally, the implementations create complete system backups
and lock user accounts are constrained at a low level. Creating complete
system backups is a resource intensive task that should not be
implemented when there is limited suspicion of an attack. Lock user
accounts is constrained because there are other implementations such as

terminate a user session or suspend user jobs that are more appropriate at

very low levels of suspicion.
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PTI Suspicion Level
25 | 5 [ 5] 10

Gather Evidence
Preserve Evidence
Communicate with the attacker
Slow the attack
Stop the attack
Identify potential damaged files.
Protect critical system files
Notify the System Administrator

Attack the attacking system
Social Engmeermg

Tactics

Enable additional logging

Enable remote logging

Enable logging to unchangeable media

Enable process accounting

Enable additional IDS

Trace the connection

Employ honey-pot

Employ smoke-pot

Contact the ISP

Warn the intruder

Force additional authentication

Restrict user activity

Turn off moderns .

Lock user account

Suspend user jobs

Terminate user session

Block IP address

Disable the attacked ports or services

Shutdown host
Disconnect from the network

Create backups

_Employ temporary shadow files

Generate a report

Generate an alarm

Denial of service attack
System compromise attack
Implementations

Enable additional logging Knplementaaon [ I i |
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PTI Suspicion Level

25 S 75 1.0

Block IP address - At the host

Block IP address - At the router

Contact the ISP by Email

| Create backups - Complete system

Create backups - Critical system files

Denial of service attack SMURF
Denial of service attack Fraggle
Denial of service attack Tribe Flood

Disable the attacked ports or services - All

Disable the attacked ports - Only the
attacker

Disconnect from the network
implementation

Employ  temporary  shadow  files
implementation

Employ honey-pot 1

Employ honey-pot 2

Employ smoke-pot 1

Employ smoke-pot 2

Enable an additional IDS - Black

Enable an additional IDS - Gold

Force additional authentication - user
name/password

Force additional authentication - secret
phrase

Generate an incident report

Generate an alarm - email

Generate an alarm - pager

Generate an  alarm - speaker
announcement

Lock user account implementation

Enable logging to unchangeable media -
Printer

Enable logging to unchangeable media -
CD-ROM

Enable process accounting implementation

Enable remote logging - machine Gabriel

Enable remote logging - machine Limbo

Restrict user activity implementation
Shutdown host implementation

Suspend user jobs implementation
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PTI

Suspicion Level

System Compromise Attack automountd

System Compromise Attack ping

System Compromise Attack GetAdmin

Terminate user session implementation

25

S .75

1.0

Trace the connection -Reverse DNS
Lookup

Trace the connection -Agent-based
approach

Turn off modems implementation

Warn the intruder -Email

Warn the intruder -Talk
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APPENDIX F

TIME OF ATTACK MATRIX

The time of attack metric table lists the effect of time of attack on the formation
of a tentative plan. Time of attack is a decision criterion and darkened cells are
constrained so that constrained PTI cannot be a component of an implemented plan.

The reasoning employed in the formulation of this table is as follows.

* Plan Step level: Slowing or stopping the attack is not viable after the
attack has concluded.

* Tactics level: Similarly, forcing authentication, tracing a connection,
suspending user jobs, terminating a user connection, and employing
shadow files are only viable when the user is actively connected to the
system.

* Implementations level: Implementations supporting the tactics force
authentication, trace the connection, suspend user jobs, terminate the
connection, and employ shadow files are constrained similarly to their
parent tactic. Creating a complete system backup is not viable when the
system is under active attack in all but the most contrived cases. Finally,
warning the intruder through talk is only appropriate when the intruder is

logged onto the system.
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PTI | Before [ During | After
Plan Steps

Gather Evidence

Preserve Evidence
Communicate with the attacker
Slow the attack

Stop the attack

Identify potential damaged files.
Protect critical system files
Notify the System Administrator
Attack the attacking system
Social Engineering

Tactics

Enable additional logging
Enable remote logging

Enable logging to unchangeable media
Enable process accounting
Enable additional IDS

Trace the connection

Employ honey-pot

Employ smoke-pot

Contact the ISP

Warn the intruder

Force additional authentication
Restrict user activity

Turn off modems

Lock user account

Suspend user jobs
Terminate user session
Block IP address

Disable the attacked ports or services
Shutdown host

Disconnect from the network

Create backups

Employ temporary shadow files
Generate a report

Generate an alarm

Denial of service attack

System compromise attack
Implementations: o
Enable additional logging implementation

Block IP address - At the host
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PTI

Before

During

After

Block IP address - At the router

Contact the ISP by Email

Create backups - Complete system

Create backups - Critical system files

Denial of service attack SMURF

Denial of service attack Fraggle

Denial of service attack Tribe Flood

Disable all ports or services

Disable attacker's ports or service

Disconnect from the network implementation

Employ temporary shadow files implementation

Employ honey-pot 1

Employ honey-pot 2

Employ smoke-pot 1

Employ smoke-pot 2

Enable an additional IDS - Black

Enable an additional IDS - Gold

Force additional authentication
user name/password

Force additional authentication - secret phrase

Generate an incident report

Generate an alarm - email

Generate an alarm - pager

Generate an alarm - speaker announcement

Lock user account implementation

Enable logging to unchangeable media - Printer

Enable logging to unchangeable media - CD-ROM

Enable process accounting implementation

Enable remote logging - machine Gabriel

Enable remote logging - machine Limbo

Restrict user activity implementation

Shutdown host implementation

Suspend user jobs implementation

System Compromise Attack automountd

System Compromise Attack ping

System Compromise Attack GetAdmin

Terminate user session implementation

Trace the connection -Reverse DNS Lookup

Trace the connection -Agent-based approach

Turn off modems implementation

Warn the intruder -Email
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PTI

Before

During

Warn the intruder -Talk

After
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APPENDIX G

TYPE OF ATTACKER CLASSIFICATION MATRIX

The type of attacker classification table lists the effect of the attacker
classification on the formation of a tentative plan. Type of attacker is an evéluative
criterion. Cells contain a value between 0.25 and 1.00 representing the importance of a
PTI against é particular type of attacker. Higher values indicate more appropriate PTL
The reasoning employed in the formulation of this table is as follows.

=  Plan Step level:

* The plan steps of gather evidence, identify potential damaged files,
protect critical system files, and notify system administrator are not
affected by the type of attacker. These plan steps are annotated with a
dash.

* If an expert is attacking, preserving evidence becomes more important as
an expert will take more sophisticated steps to cover his tracks. If a
novice is attacking, preserving evidence becomes less important as
novices are easier to detect and will not be as successful in altering
system logs of their activity.

* If a human is attacking, social engineering and communicating with the
attacker become appropriate. If an automated program is attacking, social
engineering and communicating with the attacker becomes less important

as the program is unlikely to respond to social engineering attempts. If a
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novice is attacking, social engineering and communicating with the
attacker becomes more important as novices can be more easily scared or
manipulated. More experienced attackers may not be so easily
manipulated. Fundamental to the attacker is the idea of being anonymous
- communicating and social engineering attacks remove this defense to a
certain extent.

= Slow the attack and stop the attack are related. A novice can be more
easily stopped and this is especially true when the attack is not automated.
An expert is more difficult to stop and slowing the attack, as opposed to
stopping the attack, becomes a more appropriate plan step.

= Attacking back is going to be more successful against novices as they
have fewer defenses against attacks in general. Likewise, attacking back
is going to be more effective in the short term if the attack is human-
based and thus the human is present to notice that he is actively being
attacked back.

» Tactic and implementation levels: The logic employed at these levels is

consistent with the logic articulated for the plan step level.
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PTI Novice Novice Expert Expert
Automated | Human | Automated | Human
Plan Step ‘ -
Gather Evidence - - - -
Preserve Evidence .5 5 75 .75
Communicate with the attacker .5 1 25 75
Slow the attack S5 25 .75 75
Stop the attack 75 75 .5 .5
Identify potential damaged files - - - -
Protect critical system files - - - -
Notify the System Administrator - - - -
Attack the attacking system 1 75 25 5
Social Engineering S 1 25 75
Tactics
Enable additional logging - - - -
Enable remote logging 5 .5 1 1
Enable logging to unchangeable 5 25 1 1
media
Enable process accounting 1 1 5 25
Enable additional IDS 1 1 1 75
Trace the connection 1 1 75 75
Employ honey-pot 25 1 5 .75
Employ smoke-pot 25 1 .5 .75
Contact the ISP .5 25 1 1
Warn the intruder 25 1 25 S5
Force additional authentication 1 1 1 75
Restrict user activity 1 1 5 25
Turn off modems 1 1 1 75
Lock user account 1 1 1 .5
Suspend user jobs 1 1 .5 25
Terminate user session 1 1 1 5
Block IP address 1 75 .75 .5
Disable the attacked ports or 1 75 75 5
services
Shutdown host - - - -
Disconnect from the network - - - -
Create backups 5 1 25 .5
Employ temporary shadow files 1 1 1 75
Generate a report - - - -
Generate an alarm 75 75 1 1
Denial of service attack .75 1 5 5
System compromise attack 1 1 75 5
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PTI Novice Novice Expert Expert
Automated | Human | Automated | Human
Implementations R R
Enable additional logging - - - -
implementation
Block IP address - At the host 1 .75 75 .5
Block IP address - At the router 1 1 1 .75
Contact the ISP by Email 25 .5 5 1
Create backups - Complete system 25 1 25 1
Create backups - Critical system - - - -
files
Denial of service attack SMURF 75 1 5 5
Denial of service attack Fraggle 75 1 5 5
Denial of service attack Tribe 75 5 .5
Flood
Disable the attacked ports or - - - -
services - All
Disable the attacked ports or 1 75 75 5
services - Only the attacker
Disconnect from the network - - - -
implementation
Employ temporary shadow files 1 1 1 75
implementation
Employ honey-pot 1 25 1 .5 75
Employ honey-pot 2 25 1 5 75
Employ smoke-pot 1 25 1 .5 75
Employ smoke-pot 2 25 1 5 5
Enable an additional IDS - Black 1 1 1 75
Enable an additional IDS - Gold 1 1 1 .75
Force additional authentication - 1 1 1 75
ask user name and password
Force additional authentication - 1 1 1 75
ask secret phrase
Generate an incident report - - - -
Generate an alarm - email .5 1 25 25
Generate an alarm - pager 75 S5 1 1
Generate an alarm - speaker 75 35 1 1
announcement
Lock user account implementation 1 1 1 .5
Enable logging to unchangeable 5 25 1 1
media - Printer
Enable logging to unchangeable 5 25 1 1

media - CD-ROM
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PTI Novice Novice Expert Expert
Automated | Human | Automated | Human
Enable process accounting 1 1 5 25
implementation
Enable remote logging - machine 5 5 1 1
Gabriel
Enable remote logging - machine S5 S 1 1
Limbo
Restrict user activity 1 1 5 25
implementation
Shutdown host implementation - - - -
Suspend user jobs implementation 1 1 5 25
System Compromise Attack 1 1 75 S5
automountd
System Compromise Attack ping 1 1 75 S5
System Compromise Attack | 1 75 5
GetAdmin
Terminate user session 1 1 75 25
implementation
Trace the connection -Reverse 1 1 75 5
DNS Lookup
Trace the connection -Agent- 75 75 1 75
based approach
Turn off modems implementation 1 1 1 75
Warn the intruder -Email 75 75 .75 75
Warn the intruder -Talk 25 1 25 .75
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APPENDIX H

TYPE OF ATTACK CLASSIFICATION MATRIX

The response goal classification table lists the effect of the response goal
classification on the formation of a tentative plan. The system response goal is set by the
system administrator and is an evaluative criterion. Cells contain a value between 0.25
and 1.00 representing the importance of a PTI against a particular response goal. Higher
values indicate more appropriate PTI. The reasoning emgioyed in the formulation of this
table is as follows.

. Somé responses should be executed regardless of the type of attack.
Generate a report is an example.

* In weighting responses, the severity of the attack and the cost of
implementing the response were dominant factors.

® Certain responses only affect the attacker and not the rest of the users on
the system (e.g. lock user account). These responses were always
implemented regardless of the type of the attack. Responses that affected
all of the users of a system were limited to the most severe forms of
attack.

* Certain responses such as suspending user jobs were considered

appropriate for less severe attacks but inappropriate for more severe

attacks where a more drastic response was deemed appropriate.
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APPENDIX I

ATTACK IMPLICATION CLASSIFICATION MATRIX

The attack implication classification table lists the effect of the Vattack
classification on the formation of a tentative plan. The system attack implication is set by
the system administrator and is an evaluative criterion. Cells contain a value between
0.10 and 1.00 representing the importance of a PTI against a particular attack implication

level. Higher values indicate more appropriate PTI. The reasoning employed in the

formulation of this table is as foiieWs.
. Piaﬁ Step level:

* The plan steps maintain the same weight across implication levels
with the exception of the attack back and preserve evidence plan
steps. Attack back is only viable at the higher levels of attack
implications. Preserve evidence is less important at the lower levels of
attack implications.

® There is a preference to stop attacks as opposed to slowing an attack
across all attack implication levels.

* Tactic and implementation levels: The logic employed at these levels is

consistent with the logic articulated for the plan step level.
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PTI

_Plan Step

| Low [Medium [ _High | Critical

Gather Evidence

Preserve Evidence

Communicate with the attacker

Slow the attack

Stop the attack

Identify potential damaged files

Protect critical system files

Notify the System Administrator

Attack the attacking system

Social Engineering

Tactics

Enable additional logging

Enable remote logging

Enable logging to unchangeable media

Enable process accounting

Enable additional IDS

Trace the connection

Employ honey-pot

Employ smoke-pot

Contact the ISP

Warn the intruder

Force additional authentication

Restrict user activity

Turn off modems

Lock user account

Suspend user jobs

Terminate user session

Block IP address

Disable the attacked ports or services

Shutdown host

Disconnect from the network

Create backups

v {ealtal

[ Y T

Employ temporary shadow files

Generate a report

Generate an alarm

Denial of service attack

25

System compromise attack

poh { pd | st | g

Implementations

25

Enable additional logging
implementation
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PTI

Low

Medium

Critical

Block IP address - At the host

Block IP address - At the router

Contact the ISP by Email

25

et Lin] 0

Create backups - Complete system

25

Create backups - Critical system files

Denial of service attack SMURF

25

25

Denial of service attack Fraggle

25

25

Denial of service attack Tribe Flood

25

.25

Disable the attacked ports or services -
All

[ Y SN ™Y R Wy Ry B

Disable the attacked ports or services -
Only the attacker

Disconnect from the network
implementation

25

Employ temporary shadow files
implementation

Employ honey-pot 1

25

Employ honey-pot 2

.25

Employ smoke-pot 1

25

Employ smoke-pot 2

25

0] ot [t | ot | et

Enable an additional IDS - Black

Enable an additional IDS - Gold

¥

Force additional authentication - ask
user name and password

Force additional authentication - ask
secret phrase

Generate an incident report

Generate an alarm - email

Generate an alarm - pager

Generate an alarm - speaker
announcement

Lock user account implementation

Enable logging to unchangeable media
- Printer

25

75

Enable logging to unchangeable media
- CD-ROM

25

75

Enable process accounting
implementation

Enable remote logging - machine
Gabriel

Enable remote logging - machine
Limbo
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PTI Low | Medium High Critical
Restrict user activity implementation - - - -
Shutdown host implementation 25 5 1
Suspend user jobs implementation - - - -
System Compromise Attack 25 25 75 1
automountd
System Compromise Attack ping 25 25 .75 1
System Compromise Attack GetAdmin | 25 25 .75 1
Terminate user session implementation - - - -
Trace the connection -Reverse DNS 25 1 1 1
Lookup
Trace the connection -Agent-based 25 1 1 1
approach
Turn off modems implementation 25 .5 1 1
Warn the intruder -Email - - - -
Warn the intruder -Talk - - - -
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APPENDIX J

CD-ROM INSTRUCTIONS

The attached CD-ROM contains the source code of the AAIRS prototype.

Clicking on any of the JAVA source files in the root directory will launch the prototype
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